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ABSTRACT 

 
The accurate age estimation of human is crucial in several cases and fields. Bone Age Assessment (BAA) 
can be an effective method for human age estimation for live and dead human. Several manual methods 
have been proposed to achieve this task; however, they are time consuming and error-prone. In this paper, 
an automated bone age assessment system is proposed based on the concept of transfer learning for feature 
extraction. In the proposed system, the hand X-ray images are preprocessed, and the discriminant features 
are extracted using a pre-trained, fine-tuned deep neural networks (AlexNet and ResNet-101). Finally, the 
age group of the hand X-ray image is determined using a number of classification models including 
decision tree, k-nearest neighbour, linear discriminant, and support vector machine. The proposed system is 
assessed using the RSNA Bone Age dataset. The obtained results have shown that the ResNet-101-based 
features are more effective than the corresponding AlexNet-based features. In addition, the decision tree 
classifier is better than the remaining classifiers with classification accuracy up to 100%. 

Keywords: Classification, Bones Age Assessment, Deep Learning, Transfer Learning, X-ray Images. 
 
1. INTRODUCTION  
 

Machine learning approaches have been widely 
employed in the medical field over the past years in 
order to perform several tasks. One of the important 
tasks that have attracted an increasing attention of 
many researchers is the accurate age estimation of 
dead or live human based on medical images. The 
human age estimation can be classified into two 
categories: Age estimation for live human and Age 
estimation for dead human. In the first type, the 
human age can be estimated using different types of 
radiograph images such as X-ray, MRI, CT and 
DICOM. On the second type, the human age can be 
estimated through manually analyzing the 
characteristics of the human body remains [1].  

Age estimation for live human is critical in many 
fields and due several reasons. For example, the 
accurate age estimation can help in criminal 
identification and law enforcement. In addition, 
accurate age estimation is necessary for military 
service or sportive championships that need a 
certain range of age, particularly when we know 
that many parents attempt to register their children 
with wrong birthdate [2]. In addition, accurate age 
estimation can play a great role in the medical 
diagnosis process. 

Several manual bone age estimation approaches 
have been proposed, particularly for dead people. In 
these approaches, the age as well as other 
information can be obtained from the dead persons’ 
skeleton bones such as gender, height, cause of 
death, etc. However, in some cases such as earth 
calamities, bomb blasts, and tsunamis, the forensic 
researchers may get skeleton remains or half 
decomposed body. Therefore, many research efforts 
have been performed for age estimation based on 
parts of the bones such as teeth [3-6], skull [7, 8], 
foot bones [9, 10], knees [11, 12], etc. However, 
manual bone age estimation method suffers from a 
set of disadvantages such as subjectivity due to the 
dependence on human factor, error-prone, time 
consumption, the need for special instruments, etc 
[1].  

 Human hand bones have many significant 
properties that can be employed effectively in 
human age estimation. Many methods have been 
proposed for human age estimation based on hand 
image. However, these methods involve intensive 
image processing in order to prepare the images for 
the consequent stages. In addition, in order to 
compute the hand lengths, these methods usually 
perform a segmentation process which is a very 
challenging process. Moreover, the success of the 
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future extraction step highly depends on the success 
of the segmentation step. The deep learning can be 
used effectively to perform the feature extraction 
step without the need for the segmentation process 
by taking the hand image as input and returning the 
hand features that can be used in the age estimation 
process as output. 

In this study, an automatic bone age assessment 
system is presented that depends on X-ray images. 
The objective of the proposed system is to 
determine the age group of a person using its hand 
X-ray images among different seven age groups. 
The proposed system includes three main steps: 
Image preprocessing, feature extraction and 
classification. The feature extraction step is 
performed using two convolutional deep neural 
networks namely AlexNet and ResNet-101 while 
the classification step is performed using a number 
of well-known classifiers including decision tree 
(DT), k-nearest neighbor (k-NN), linear 
discriminant (LD), and support vector machine 
(SVM).  

The remaining sections of this paper are 
organized as follow: Section 2 reviews and 
summarizes different bone age estimation methods. 
Section 3 describes the proposed bone age 
assessment method in detail. Section 4 contains the 
implementation details and results analysis. Finally, 
the study is concluded, and the future work is 
recommended in Section 5. 

2. RELATED WORKS 

Early research efforts have been 
performed in order to achieve accurate bone age 
assessment. Several manual methods that depended 
on left hand bones have been proposed including 
Greulich and Pyle Method (GP) [13] and Tanner 
and Whitehouse Method (TW) [14, 15]. However, 
these methods were time consuming and the output 
results varied due to the user’s subjectivity. 
Therefore, many researchers attempted to develop 
fully automated systems for bone age assessment. 
One of the first attempts called Fels Longitudinal 
Study (FELS) was proposed by A.F. Roche et al. 
[16]. In the FELS method, the age is estimated 
based on the scores/grades of each bone in the left-
hand image. In addition, it can predict the error 
margin in the estimated ages. However, the authors 
assumed that the input images must be clear and 
distortion-free images to obtain good age 
estimation accuracy. 

Another semi-automatic bone age 
estimation method that depends on X-ray images of 
hand bones has been proposed by David J. Michael 

and Alan C. Nelson [17]. The proposed system 
called HANDX Software System. This system 
involves three main steps: preprocessing, image 
segmentation, and measurement. In this system, the 
background pixels, soft tissues pixels and bone 
pixels are separated through constructing and 
segmenting the histogram of hand images. Then, 
the measurements are computed for each bone and 
manually compared to the TW2 and GP atlas.  

Another early automated bone age 
assessment method that depends on phalangeal 
bones has been proposed by Eva Pietka et al [18]. 
In the proposed method, the background pixels are 
moved, the boundaries of the bones are identified, 
and the rotation process is applied on demand. 
Then, Phalangeal ROIs are determined using the 
sobel gradient. Finally, a set of measurements are 
computed and compared to length table of 
phalangeal [19] for Bone Age Assessment. The 
proposed system achieved accurate age assessment 
in 94% of the cases. 

Tanner and Gibbons [20] have proposed a 
computerized bone age estimation system called 
CASAS. In the proposed system, the X-ray images 
are digitized, and each bone is determined. Then, 
the age assessment is performed automatically 
based on the Fast Fourier Transform (FFT). Some 
researchers have conducted a comparison between 
the CASAS system and the manual TW method, 
and the obtained results have shown the superiority 
of the CASAS system.  

Gross et al. [21] have introduced an 
automated bone age assessment system based on 
hand wrist radiograph. The proposed system starts 
with extracting ten measurements which further 
reduced to seven using linear regression analysis. 
The age estimation process is performed using a 
decision system that depends on a neural network. 
However, the proposed method has not employed 
the morphological features used in the GP and TW 
methods. Also, the performance of the proposed 
system is nearly the same as the GP manual 
method. 

Sato et al. [22] have presented an 
automated bone age assessment system called 
CASMAS for Japanese children based on the third 
digit. The proposed system employs the proximal, 
middle, and distal epiphyses of the third finger in 
the age assessment process. The conducted 
experiments have shown that the proposed system 
gives acceptable results for the children of age 
range between 2 and 15 while the accuracy of the 
system decreases for those above 15.  

Hsieh et al. [23] have suggested another 
bone age assessment based on the third digit of the 
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left-hand X-ray image. The radiograph is rotated 
using thresholding methods and other heuristic 
searches. The phalangeal region of interest (PROI) 
is segmented using Gabor filter in addition to canny 
edge detector. The extracted features include 
geometric indicators as well as the information of 
the epiphysis shape of the distal phalanx. Three 
neural networks are employed to perform the bone 
age assessment namely, back-propagation, radial 
basis function, and support vector machine. The 
experimental results have shown that the support 
vector machine is the best with 80% accuracy. 

Thodberg el al. [24] have presented a bone 
age assessment system called BoneXpert. It 
depends on shape-driven active appearance in 
addition to the TW RUS-based method (radius, 
ulna and short bones). The bones contours are 
rotated and scaled using the Gabor filters. The 
linear regression analysis is used to select the most 
discriminant 30 coefficients which are used as the 
input features in the active appearance model. The 
conducted experiments have shown that the 
proposed system achieved reasonable results with 
accuracy about 0.42 using the GP method and 0.8 
years using the TW2 method.  An extension for this 
work is provided in [25] where the old work 
covered the ages up to 17 years for boys and 15 
years for girls while the new work covers the ages 
up to 19 years for boys and 18 years for girls. 

Lee et al. [26] have proposed a fully 
automated deep learning pipeline in order to 
perform the different tasks toward and including the 
bone age assessment. Among the performed tasks, 
the proposed system segments the ROIs and applies 
the necessary preprocessing for the used 
radiographs. The proposed system employs the pre-
trained, fine-tuned convolutional neural networks 
that have been suggested for the ImageNet 
challenge. The experimental results have shown 
that the proposed system has 57.32 and 61.40% 
accuracies for females and males, respectively. 

Spampinato et al. [27] have introduced 
another bone age assessment system based on the 
deep learning techniques. The obtained results have 
shown that discrepancy between the performance of 
the proposed system and the state-of-are manual 
methods is about 0.8 years. In addition, the 
proposed work has conducted a comparison 
between the traditional hand-crafted features and 
the deep learning-based features in the medical 
field which has shown the effectiveness of the later 
type. 

Chu et al. [28] have proposed a bone age 
assessment system that depends on deep 
convolution network. The proposed system consists 

of two stages. In the first one, the mask of bones is 
generated using a U-Net convolution network with 
pre-trained VGG16 as the encoder. In the second 
stage, the original images are fused with the 
generated masks in order to obtain the ROIs from 
the hand bone images which are used as input to 
multiple-output convolutional neural network to 
perform the bone age assessment. Finally, the age 
regression problem is transformed into K-1 binary 
classification problem. The proposed system is 
evaluated using the RSNA2017 Pediatric Bone Age 
dataset and the obtained results have shown that the 
proposed system has a mean absolute error (MAE) 
of 5.98 months. 

Kaur and Mann [29] have proposed a 
segmentation method for bone parts using an 
enhanced point distribution algorithm based on 
contours. The segmented bone parts can be used 
effectively in the bone age assessment process. The 
implementation of the proposed segmentation 
algorithm has shown the ability of the proposed 
algorithm to segment bone parts from the left hand 
X-ray image with high accuracy.  

Mutasa et al. [30] have introduced a bone 
age assessment based on a customized, purpose-
built deep convolutional neural network not pre-
trained, fine-tuned deep neural networks. In the 
proposed system, the linear regression output is 
used. The conducted experiments over a dataset 
that consists of 10,289 images have shown that the 
proposed system has a promising performance in 
terms of mean absolute error. 

Tajmir et al. [31] have suggested another 
bone age assessment system that depends on deep 
convolutional neural networks. The proposed 
system is evaluated using 280 age and gender-
matched bone radiographs with ages range between 
5 and 18. The obtained results have shown that the 
proposed system has 68.2% overall accuracy and 
98.6% accuracy within 1 year. 

 
3. THE PROPOSED WORK 

In this section, a bone age assessment 
system is proposed based on hand X-ray images. 
The proposed system aims to determine the age 
group of persons using their hand X-ray images. As 
shown in Figure 1, the proposed system consists of 
three main steps: image preprocessing, feature 
extraction, and classification. In the image 
preprocessing step, the hand X-ray images are 
converted into the RGB color model and resized to 
a certain size. Additionally, a data augmentation 
process is applied to enlarge the size of dataset. In 
the feature extraction step, the concept of transfer 
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learning is adopted to perform this task. Two pre-
trained deep neural networks, namely AlexNet and 
ResNet, are employed to extract the discriminant 
features. Finally, a number of classification models 
are used to perform the classification task including 
Decision Tree (DT), K-Nearest Neighbor (K-NN), 
Linear Discriminant (LD), and Support Vector 
Machine (SVM). The detailed descriptions of the 
different steps are given in the following 
subsection. 

 

 

Figure 1: The block diagram of the proposed bone age 
assessment system 

3.1. Image preprocessing  
In this step, three main operations are 

performed to make the hand X-ray images ready for 
subsequent steps. First, hand X-ray images are 
converted into RGB color model. Then, hand X-ray 
images are resized to fit the requirements of the 
used deep neural networks. The size of hand X-ray 
images is set to 277*277 with AlexNet while the 
images’ size is set 224*224 with ResNet. Finally, a 
data augmentation step is performed to build a large 
dataset that is suitable for deep neural networks. In 
this step, three operations are performed namely, 
translation and reflection. In the translation 
operation, the hand X-ray images are randomly 
shifted along the X-axis and Y-axis with a shift 
value bounded by the interval [-30, 30]. In the 
reflection operation, the hand X-ray images are 
mirrored along the vertical access. In the rotation 
process, the hand X-ray images are rotated with a 
random angle bounded by the interval [5°, 35°]. An 
example for the data augmentation process is 
shown in Figure 2. The left column contains the 
original hand X-ray images. The second column 
contains the translated versions. The third column 
contains the mirrored versions. The last column 
contains the rotated versions. 

  
3.2. Feature extraction 

Convolutional Neural Networks (CNN) is 
a popular architecture for deep neural networks that 
achieved many breakthroughs in many fields 
including machine learning and computer vision. 

CNNs can successfully accomplish their work 
without being affected by tilting, translation, and 
scaling [32]. CNNs usually include three layer 
types: convolutional layer, pooling layer, and fully 
connected layer (See Figure 3.). 

 
Figure 2: Data augmentation process for hand X-ray 

images 

 

Figure 3: The general architecture of convolutional 
neural networks 

The role of convolutional layer is to 
compute the weighted sum, to add the bias value to 
the weighted sum, and to apply an activation 
function called the rectifier linear unit (ReLu), 
which is defined using Eq. 1, on the addition result. 
On the other side, the objective of pooling layers is 
to manage the over-fitting by decreasing the 
number of features obtained from the convolutional 
layer. Finally, the fully connected layers aim to 
gathering all the feature of descriptor to be 
classified using the last layer [33]. 

 

   (1) 
In the proposed work, two well-known 

pre-trained convolutional neural networks called 
AlexNet [34] and ResNet-101 [35] are used to 
perform the feature extraction step using the 
concept of transfer learning. Generally, transfer 
learning is used for a number of reasons. First, 
training a CNN from scratch using random initial 
values is difficult due to the absence of large 
datasets. Hence, using the weights of a pre-trained 
net as initial values can be useful in addressing 
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many of the problems in hand. Second, training a 
very deep network from scratch is a time-
consuming process that needs sophisticated 
machines with expensive GPUs. Finally, there is no 
clear theoretical guidance that can help in selecting 
the appropriate topology, training method, 
parameter values, etc [36]. 

 
3.2.1 Feature extraction using AlexNet 

AlexNet is a popular CNN that was 
proposed by Krizhevsky et al. [34] to compete in 
the ILSVRC-2010 challenge for classifying the 
ImageNet database. It contains five convolutional 
layers, three fully-connected layers, as well as max-
pooling layers. All of the eight layers need to be 
trained. In AlexNet, the overfitting problem is 
addressed using a number of ways including 
normalizing the local response, data augmentation, 
and the dropout approach in which the output of 
hidden neurons is set to zero with a probability 0.5. 
The dropout process is performed on the first two 
full-connected layers. In the feature extraction step, 
the last three layers of the original AlexNet are 
freezed and replaced with other three layers that 
suit the classification problem in hand. The 
eliminated layers are the last fully-connected layer, 
the softmax layer, and the output layer. The 
features are obtained from the last fully-connected 
layers after completing the training process using 
our dataset. The length of each feature vector is 
4096. 

 
3.2.2 Feature extraction using ResNet-101 

Deep residual networks are extremely 
deep architectures that have achieved high accuracy 
and good convergence behavior in many 
recognition and classification problems [37]. Deep 
residual networks have been proposed to address 
the problem of accuracy degradation that occurs 
when deep networks start to converge. The idea 
behind the residual learning is shown in Figure 4. 
Simply, each few stacked layers fit a residual 
mapping rather than directly fitting the required 
underlying mapping. In other words, if the required 
underlying mapping is denoted by H(x), the stacked 
nonlinear layers fit another mapping which is 
defined as F(x) = H(x) - x. Hence, the original 
mapping is reformulated as f(x) + x which can be 
achieved using feed forward neural networks and 
shortcut connections [37]. 

 
Figure 4: The idea of residual learning 

ResNet is a very deep network which is 
designed and built based on the principle of 
residual learning [37]. It is the winner of ILSVRC 
2015 in image classification challenge. Several 
variants have been designed that belongs to the 
ResNet family including ResNet-18, ResNet-34, 
ResNet-50, ResNet-101, and ResNet-152. The 
number in the network name denoted the number of 
layers included in the network. In the proposed 
work, the pre-trained residual network ResNet-101 
is used to perform the feature extraction step. The 
length of the resulting feature vector is 2048. 

 
3.3. Classification 

In the proposed bone age assessment 
system, the classification step is done using a 
number of well-known classification models. The 
goal of the used classification models is to 
determine the age group of a person based on the 
feature vector extracted from his hand X-ray image. 
The used classifiers include decision tree (DT) [38], 
K-nearest neighbor (K-NN) [39] using Euclidian 
distance and K is set to 1, linear discriminant (LD) 
[40], and support vector machine (SVM) [41] using 
different kernel functions. 

 
4. IMPLEMENTATION AND EXPERIMENTS 

This section includes the implementation 
details of the proposed bone age assessment 
system. Additionally, it describes the used dataset. 
Moreover, a number of experiments are conducted 
to evaluate the proposed system in terms of a 
number of performance metrics. 

 
4.1. Dataset description 

The used dataset is the RSNA Bone Age 
dataset [42]. The proposed system is evaluated 
using 1684 hand X-ray images that belong to 
persons of different genders and different age 
groups. A sample of the hand X-ray images form 
the used dataset is shown in Figure 5. 
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Figure 5: A sample from the used dataset 

 
In the proposed bone age assessment 

system, eight age groups are considered. The details 
of the different age groups and the number of 
images contained in each group are shown in Table 
1. 

Table 1: The details of the used dataset 

Class Age Rang Num. of Images 
A [0-9] 13 
B [10-19] 63 
C [20-29] 150 
D [30-39] 166 
E [40-49] 272 
F [50-59] 415 
G [60-69] 253 
H >=70 352 

 
4.2. Implementation and experimental results 

 
The proposed automated dental age 

estimation is implemented using Matlab 2018a. The 
performance of the proposed system is assessed 
using the following performance measures: 

(2)
TP TN

Accuracy
TP TN FP FN




  

(3)
TN

Specificity
TN FP




Pr (4)
TP

ecision
TP FP




 

Re (5)
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call
TP FN




 

2
(6)

2
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F Measure

TP FP FN
 

 
 

 
Where TP is the true positive, TN is the 

true negative, FP  is the false positive, and FN is the 
false negative. The used classifiers are evaluated 
using the 10-fold cross validation approach. The 
DT classifier is implemented using max-split is 
equal to 20. The K-NN classifier is implemented 
using K=1. The standard SVM works on two 
classes only while the proposed work needs multi-

class classifier. So, a modified version of the 
standard SVM called Multi-Class Support Vector 
Machine [43] is employed for building a classifier 
that is capable of differentiating among several 
classes. Moreover, several kernel functions are used 
with the SVM classifier including Gaussian kernel 
function, cubic kernel function, and quadratic 
kernel function. AlexNet is trained with the 
following settings: the patch size is equal to 5, the 
number of epochs is equal to 6, and the learning 
rate is equal to 1*e-4. Similarly, The ResNet is 
trained using the following settings: the patch size 
is equal to 10, the number of epochs is equal to 6, 
and the learning rate is equal to 1*e-4. All the 
experiments are executed using GPU NVIDIA GE 
FORCE 920M 4 GDDRAM. The obtained results 
are shown Tables 2-12. In addition, a summary for 
the obtained results is shown in Table 13. 

Based on Table 13, it is observed that the 
different classification model has very acceptable 
performance regarding the used performance 
metrics. However, using AlexNet based features, it 
is noticed that the DT classifier is the best regarding 
the accuracy, specificity and precision performance 
metrics while the K-NN classifier is the best in 
terms of the recall and F-measure performance 
metrics. On the other side, the SVM classifier with 
quadratic kernel function is the worst regarding the 
different performance metrics. Using the ResNet 
based feature, it noticed that the DT classifier is the 
best in terms of the different performance metrics 
while the SVM classifier with quadratic kernel 
function is still the worst. By comparing the 
AlexNet based features to the ResNet based 
features, it is observed that the performances of the 
different classification models are better with 
ResNet based features except the LD classifier that 
has failed with the ResNet based features due to the 
limited computing resources.   

Unlike previous related works, the 
proposed system performs minor image processing 
on the used images where the deep neural networks 
can work directly on the raw pixels of images and 
returns useful discriminating features that can be 
used in human age estimation. In addition, the 
results achieved by the proposed system are better 
than those of previous works where the 
classification accuracy in the proposed work has 
reached 100%. 
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Table 2: The performance of the proposed system using AlexNet based features and DT classifier 

Performance 
Metrics (%) 

Age Group 
A B C D E F G H 

Accuracy 100 100 100 100 98.529 99.518 99.605 99.432 

Specificity 100 100 99.935 100 100 99.842 99.86 99.699 

Precision 100 100 99.338 100 100 99.518 99.213 98.87 

Recall 100 100 100 100 98.529 99.518 99.605 99.432 

F-Measure 100 100 99.668 100 99.259 99.518 99.409 99.15 

Table 3: The performance of the proposed system using AlexNet based features and K-NN classifier 

Performance 
Metrics (%) 

Age Group 
A B C D E F G H 

Accuracy 100 100 100 100 98.529 99.518 99.605 98.86 

Specificity 100 100 99.935 100 99.929 99.685 99.93 99.849 

Precision 100 100 99.338 100 99.628 99.041 99.605 99.429 

Recall 100 100 100 100 100 99.518 99.605 98.864 

F-Measure 100 100 99.668 100 99.814 99.279 99.605 99.146 

Table 4: The performance of the proposed system using AlexNet based features and LD classifier 

Performance 
Metrics (%) 

Age Group 
A B C D E F G H 

Accuracy 100 100 100 100 98.529 99.036 99.605 99.432 

Specificity 100 100 99.938 99.868 99.858 99.764 100 99.775 

Precision 100 100 99.338 98.809 99.259 99.275 100 99.15 

Recall 100 100 100 100 98.529 99.036 99.605 99.432 

F-Measure 100 100 99.668 99.399 98.893 99.155 99.802 99.291 

Table 5: The performance of the proposed system using AlexNet based features and SVM classifier and quadratic 
kernel function 

Performance 
Metrics (%) 

Age Group 
A B C D E F G H 

Accuracy 89.744 95.767 90 87.149 90.931 94.779 89.328 89.867 

Specificity 100 99.959 99.631 99.78 97.71 95.745 98.3 97.823 

Precision 100 98.907 95.972 97.748 88.439 87.928 90.254 99.164 

Recall 89.744 95.767 90 87.149 90.931 94.779 89.299 89.867 

F-Measure 94.595 97.312 92.89 92.145 89.668 91.225 89.774 94.287 
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Table 6: The performance of the proposed system using AlexNet based features and SVM classifier and cubic kernel 
function 

Performance 
Metrics (%) 

Age Group 
A B C D E F G H 

Accuracy 100 100 100 100 98.899 99.036 99.736 99.242 

Specificity 100 99.938 100 100 99.811 99.842 99.93 99.725 

Precision 100 98.438 100 100 99.018 99.516 99.603 98.961 

Recall 100 100 100 100 98.897 99.036 99.735 99.242 

F-Measure 100 99.213 100 100 98.957 99.275 99.669 99.101 

Table 7: The performance of the proposed system using AlexNet based features and SVM classifier 

Performance 
Metrics (%) 

Age Group 
A B C D E F G H 

Accuracy 89.744 100 100 100 98.162 100 99.605 98.295 

Specificity 100 100 100 100 100 98.949 100 100 

Precision 100 100 100 100 100 96.887 100 100 

Recall 89.744 100 100 100 98.162 100 99.605 98.295 

F-Measure 94.595 100 100 100 99.072 98.419 99.802 99.14 

Table 8: The performance of the proposed system using ResNet based features and DT classifier 

Performance 
Metrics (%) 

Age Group 
A B C D E F G H 

Accuracy 100 100 100 100 100 100 100 100 

Specificity 100 100 100 100 100 100 100 100 

Precision 100 100 100 100 100 100 100 100 

Recall 100 100 100 100 100 100 100 100 

F-Measure 100 100 100 100 100 100 100 100 

Table 9: The performance of the proposed system using ResNet based features and K-NN classifier 

Performance 
Metrics (%) 

Age Group 
A B C D E F G H 

Accuracy 100 100 100 100 98.897 99.518 99.605 98.579 

Specificity 100 100 100 99.934 99.788 99.606 100 99.849 

Precision 100 100 100 99.401 98.897 98.804 100 99.427 

Recall 100 100 100 100 99.897 99.518 99.605 98.579 

F-Measure 100 100 100 99.699 99.394 99.159 99.802 99.001 

Table 10: The performance of the proposed system using ResNet based features and SVM classifier 

Performance 
Metrics (%) 

Age Group 
A B C D E F G H 

Accuracy 89.744 98.942 98.667 95.984 97.917 99.759 99.759 98.295 

Specificity 100 99.959 99.891 99.956 99.433 99.054 99.837 100 

Precision 100 98.942 98.886 99.583 97.084 97.183 99.079 100 

Recall 89.744 98.942 98.667 95.984 97.917 99.759 99.209 98.295 

F-Measure 94.595 98.942 98.776 97.75 97.498 98.454 99.144 99.14 
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Table 11: The performance of the proposed system using ResNet based features and SVM classifier and cubic kernel 
function 

Performance 
Metrics (%) 

Age Group 
A B C D E F G H 

Accuracy 100 100 100 99.598 98.897 99.759 100 98.863 

Specificity 100 100 99.935 100 99.929 99.553 99.93 100 

Precision 100 100 99.338 100 99.629 98.649 99.606 100 

Recall 100 100 100 99.598 98.897 99.759 100 98.864 

F-Measure 100 100 99.668 99.799 99.262 99.201 99.803 99.429 

Table 12: The performance of the proposed system using ResNet based features and SVM classifier and Gaussian 
kernel function 

Performance 
Metrics (%) 

Age Group 
A B C D E F G H 

Accuracy 89.743 100 100 100 98.162 100 99.605 98.011 

Specificity 100 100 100 100 100 98.949 100 100 

Precision 100 100 100 100 100 96.887 100 100 

Recall 89.743 100 100 100 98.162 100 99.605 98.295 

F-Measure 94.594 100 100 100 99.072 94.19 99.802 99.14 

Table 13: A summary of the obtained results for the proposed system (%) 

Method 
Performance Measures 

Accuracy Specificity Precision Recall F-measure 

A
le

xN
et

 

LD 99.3 99.9 99.479 99.575 99.526 
DT 99.5 99.917 99.617 99.636 99.626 
K-NN 99.3 99.916 99.63 99.748 99.689 
SVM-Quadratic 91.1 98.619 94.802 90.942 92.737 
SVM-Cubic 99.4 99.906 99.442 99.614 99.527 
SVM-Gaussian 99.2 99.869 99.611 98.226 98.879 

R
es

N
et

 

LD N/A N/A N/A N/A N/A 
DT 100 100 100 100 100 
K-NN 99.3 99.897 99.566 99.699 99.632 
SVM-Quadratic 98.5 99.766 98.845 97.315 98.037 
SVM-Cubic 99.5 99.918 99.653 99.639 99.645 
SVM-Gaussian 99.2 99.869 99.611 98.226 98.879 
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5. CONCLUSION AND FUTURE WORK 

Human age estimation became an 
important issue in our modern society. Manual 
age estimation methods have many drawbacks. 
Hence, there is a necessity to build efficient and 
effective automated human age estimation 
system. On the other side, transfer learning has 
proved its effectiveness in many machine 
learning and object recognition problem. In this 
paper, a transfer learning-based bone age 
assessment has been proposed using hand X-ray 
images. The proposed bone age assessment can 
classify the hand X-ray images into eight age 
groups. In the proposed system, the hand X-ray 
images are preprocessed, and the features are 
extracted using two well-known deep neural 
networks namely, AlexNet and ResNet. Finally, 
several classification models have been 
employed to perform the classification task 
including decision tree (DT), linear discriminant 
(LD), k-nearest neighbor (K-NN), and support 
vector machine (SVM). Based on the 
experimental results, the ResNet based features 
is better than the AlexNet based features. Also, 
the DT classifier is the best in terms of the 
different performance metrics compared to other 
classifiers. Hence, a promising performance has 
been achieved in the scope of automatic human 
age estimation. In the future, we intend to 
evaluate the proposed system using larger dataset 
and other classification models. 
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