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ABSTRACT 
 

Gender Identification and Age estimation is an important topic in the field of Automatic Speech Recognition 
(ASR) systems. In the field of robotics, for example, it is important to identify human sex and age for emotion 
recognition and robot interaction.  In this paper, we targeted Arabic speakers by identifying their genders and 
estimating their ages. Experiments were conducted using six famous learning algorithms such as NB-Tree 
(Decision Tree), Random Forest (RF), K-Nearest Neighbor (KNN), Support Vector Machine (SVM), 
Artificial Neural Network (ANN), and Naïve Bayes (NB). We focused on the accuracy with some important 
classification measurements. Automatic gender identification and age estimation system is proposed based 
on extracting MFCC features from Arabic speech. The MFCC features with the machine learning algorithms 
were applied to determine whether the speech sample is male or female and assign the approximate age slice. 
Two experiments were done, the first one targeted gender identification. The results of the first experiment 
showed that the learning algorithms SVM and ANN were superior in gender determination with accuracies 
98.5% and 96.5% respectively. The second experiment targeted age estimation. The results of this experiment 
showed that Decision Tree (NB-Tree), and Random Forest (RF) were superior in age estimation with 
accuracies 95.9%, and 93.0% respectively. 
 
Keywords: Age Estimation, Automatic Speech Recognition, Gender Identification, Machine Learning, 

MFCC, Artificial Neural Network (ANN). 
 
1. INTRODUCTION  
 

The key rule of correspondence is principally to 
trade thoughts among companions and companions. 
Individuals for the most part impart and see each 
other through discourse. Be that as it may, this may 
demonstrate hard for certain individuals because of 
the wide assortment of dialects spoken all inclusive. 
These days, numerous PC applications in the 
territory of computational etymology, have been 
intended to contemplate the issue of perceiving and 
deciphering communicated in language [1]. The 
profitability of such programming applications 
factually improves and enhances the numerous 
controls, which exist inside the normal language 
handling field. In the most recent decade, PC 
researchers have given exceptional consideration to 
creating proficient calculations to perceive verbally 
expressed words in the Speech Recognition (SR) 
space. Progress in this area has been critical, and it 

is presently broadly known as Automatic Speech 
Recognition (ASR) innovation [2][3].  

ASR has been created to perceive voices, which 
can improve correspondence among people. These 
uses of ASR can make up for the troubles which are 
brought about by the presence of such a wide scope 
of dialects on the planet [4]. Along these lines, a few 
strategies have been presented in the zone of ASR 
[5][6]. The Support Vector Machine (SVM) is one 
of amazing ASR procedures that has been generally 
utilized for discourse acknowledgment [7][8]. An 
ASR-based framework perceives verbally expressed 
words by distinguishing and investigating the info 
voice in a waveform, as showed in Figure 1 the 
structure of ASR. 

Age and gender recognition is the process of 
identifying the age and estimates the gender 
information from the uttered speech. This technique 
enables speech recognition systems to personalize 
the ads according to the person’s age and gender and 
also it can have some uses in criminal cases since 
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most of the proofs are of telephone speeches. Also, 
it can be used for processing waiting for queue music 
for different genders and age groups. Not all people 
appreciate the same type of music. Older people 
might like slow music whereas younger people 
might like rock or metal music. Another usage of this 
system can be to try to understand the age and gender 
distribution of a population in an experimental study 
which gives more details about the experiment. 

Indirect communication, people estimate the 
attributes of other people, such as age and gender, 
simply by looking at them and listening to their 
voices. In social interactions, age, and gender are the 
most important factors Determine an appropriate 
manner of social interaction [19]. 

Since the Arabic Language is one of the most 
using Languages in the world and the process of 
listening to a low-quality recording of his/her voice 
allowed us to estimate certain characteristics of an 
unknown speaker. This paper deals with automatic 
gender and age estimation from speech records using 
a recognizer based on Gaussian Mixture Model 
(GMM). 

This paper is organized to have an introduction 
in section 1, the related previous attempts in section 
2 were some information is given in subsection 
about speech recognition in general and Arabic 
speech recognition. Meanwhile, a brief description 
of the approach is given in the methodology section 
(3). In section 3, subsections about dataset 
formulation and feature extraction are given. In 
section 4 the experiments, the measurements used, 
and the accuracy is evaluated. In section 5 the 
conclusion and future work are introduced. Finally, 
an acknowledgment part was used followed by a big 
set of references.  

2. RELATED WORKS 
 

Safavi et al. (2018), the recognition of the 
speaker’s identity, gender and age group from 
children’s speeches is studied. In that study, the 
performances of several classification methods 
including GMM-UBM, GMM-SVM and i-vector 
based approaches are compared. In the tests, it is 
observed that the rate of speaker recognition 
increases with increasing age, but the effect of age 
on gender and age group recognition is more 
complex. In the same study, the use of different 
frequency bands in speaker [20]. 

Qawaqneh et al. (2017), designed a classifier for 
gender estimation based on knowledge gained from 
dependencies among gender, age and pose facial 
attributes. Deep neural networks were used for 

gender and age classification from facial images and 
speech [21]. 

Shahin (2013), focused on improving emotion 
identification performance and accuracy based on a 
two-stage recognizer that is composed of a gender 
recognizer followed by an emotion recognizer. This 
work is a gender-dependent, text-independent and 
speaker-independent emotion recognizer. Both 
HMMs and SPHMMs have been used as classifiers 
in the two-stage architecture [22]. 

Dobry et al. (2011), presents a novel dimension 
reduction method that improves the accuracy and the 
efficiency of speakers age estimation systems based 
on speech signal. Two different gender-based age 
estimation approaches were implemented, the first 
age group (Senior, Adult, and Young) classification, 
and the second, accurate age estimation using 
regression technique [23]. 

Bahari and Hamme (2011), introduces a new 
gender detection and an age estimation approach. To 
create this strategy, after determining an acoustic 
model for all speakers of the database, Gaussian 
mixture weights are extracted and concatenated to 
create a supervector for each speaker. Then, hybrid 
architecture of WSNMF and GRNN is developed 
using the supervectors of the training data set [24].  

Meinedo and Trancoso (2010), present gender 
detection is a very useful task for a wide range of 
applications. In the Spoken Language Systems lab of 
INESC-ID, the Gender Identification module is one 
of the basic components of our Voice processing 
system, where it is mainly used for speaker 
clustering, to avoid mixing speakers from different 
genders in the same cluster. Gender information 
(male or female) is also used for building gender-
dependent acoustic models for speech recognition 
[25]. 

 
Table 1. Related Word Summary 

Author Methodology Dataset Used Accuracy 
Safavi et 
al. (2018), 

GMM & SVM OGI Kids 
Speech corpus 

85.8% 

Qawaqneh 
et al. 
(2017) 

Deep Neural 
Networks 

private corpus 63.78% 

Shahin 
(2013) 

HMMs & 
SPHMMs 

Specific 
Dataset 

79.92 % 

Dobry et 
al. (2011), 

novel 
dimension 
reduction. 
GMM & SVM 

LDC’s 
Switchboard 
corpus 

79.0% 

Bahari 
and 
Hamme 
(2011), 

WSNMF & 
GRNN 

The N-best 
evaluation 
corpus 

96.0% 

Meinedo 
and 
Trancoso 
(2010) 

GMM-UBM, 
MLP and 
SVM 

Four different 
corpora were 
used 

83.1% 
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2.1 Speech Recognition System (Srs) 

Discourse acknowledgment alludes basically to 
the applications that can recognize spoken 
expressions deciphered by a mechanized machine. 
The fundamental point of SRS is to change over the 
perceived words and expressions into a 
comprehensible organization by the machine-
programs. SRS is isolated into two sections: 
phoneme-based and syllable-based models. The SRS 
typically relies upon models utilized in language 
figuring out how to improve the pace of 
acknowledgment exactness [9][10].  

Automatic Speech Recognition (ASR) 
empowers the PC to distinguish the expressions of 
an individual talking into a mouthpiece or phone. 
Human-Computer Interactions (HCI) is utilized, for 
instance, as a validation procedure for client login 
using a voice acknowledgment apparatus. Some 
ASR applications incorporate voice interface as an 
order acknowledgment application for PC clients, 
transcription and composed content remedy, 
intuitive correspondence, voice reaction, as a guide 
in learning unknown dialects, and for voice-
controlled activity of machines. Also, ASR 
innovation can improve personal satisfaction for 
impaired individuals permitting them to speak with 
others and interface in the public arena [8]. 
Practically speaking, the primary standard of an 
ASR framework is to perceive the proper word 
designs for verbally expressed articulations by 
applying a digitized investigating procedure to enter 
simple sound waves [10]. 

 
2.2 Arabic Speech Recognition 

One of the most established Semitic dialects on 
the planet is the Arabic language. It is formally the 
6th most communicated in language and one of the 
official dialects of the United Nations. There is an 
official Arabic etymological structure known as 
Modern Standard Arabic (MSA), which is primarily 
utilized informal media, courts, workplaces, and by 
educators for instructing in schools and colleges 
[11]. As of late, numerous ASR frameworks have 
been created in the area of Arabic Speech 
Recognition to perceive the MSA variant of Arabic. 
Sadly, perceiving conventional Arabic is as yet a test 
due its lexical assortment and the shortage of 
information. Besides, the Arabic language is viewed 
as one of the most unpredictable dialects because of 
the morphological varieties of its letters [12][10].  

 
ASR Arabic language research is still in its early 

stages age contrasted with the ASR previously 

utilized in research identified with different dialects 
[13][14]. Thus, we will audit the main five 
investigations that have been created to improve 
Arabic discourse acknowledgment. In [15], the 
creator managed consistent Arabic discourse 
acknowledgment, tending to the marking of Arabic 
discourse. Another model for Arabic discourse 
acknowledgment concentrated on unmistakable 
issues in the perceiving of conversational, regional 
and everyday Arabic discourse [13]. The creators 
detailed critical improvement as for word blunder 
rate as indicated by the 1997 NIST benchmark 
assessments. An Arabic ASR framework utilizing 
ANN procedures was created to improve the Arabic 
programmed acknowledgment process [15][16]. 
Another Arabic ASR dependent on Hidden Markov 
Models (HMM), SVM or a half and half of the two 
was additionally evolved [14][17]. The last zone 
identifies with crafted by some Arabic ASR 
specialists who contemplated articulation varieties to 
improve the presentation of Arabic ASR frameworks 
[18]. 

3. METHODOLOGY 
 

The research methodology depends on extracting 
MFCC features from acoustic signals of corpora and 
supervised learning models. The features then 
passed to a set of machine learning algorithms for 
training and validation. Part of the acoustic signals 
for both males and females were used for testing. 
After that results of both gender and age estimation 
are gained and compared. Figure 1 illustrates the 
methodology steps. 

 
Figure 1. Steps of The Proposed Approach 
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In the testing phase, some external data which 
sometimes called outlet data (data totally outside the 
corpus) will be used for testing and evaluating the 
proposed approach. The following subsections show 
more details about our methodology. In the 
following subsections detailed information about 
each part of the proposed approach 

3.1 Data Acquisition 

The Urban Jordanian corpus was used1. In this 
corpus, 12 native speakers of Urban Jordanian 
Arabic were recorded (6 females, 6 males). Urban 
Jordanian Arabic (UJA) is spoken by people living 
in the major cities of Jordan more than two-thirds of 
the population of Jordan. The speech files contain a 
variety of consonants differing in place and manner 
of articulation as well as vowels differing in both 
quality and length. Moreover, males and females in 
these corpora were of different ages. This corpus is 
based upon work supported by the National Science 
Foundation (NSF) under Grant No. 0518969 
(Acoustic and perceptual correlates of Emphasis in 
Arabic, Allard Jongman, P.I.). Figure 2 shows a 
sample of a male signal along with its full spectrum, 
MFCCs, and the spectrum without any weak energy. 

 
Figure 2. Sample of a Male Acoustic Signal 

The audio signals of all speakers were recorded 
at the Hashemite University in Zarqa, Jordan using a 

Marantz PMD671 portable solid-state recorder and 
an Electro-Voice N/D767a microphone. The 
Sampling rate of the audio files was 22.05 kHz.  

Figure 3 shows another acoustic signal of a 
female recording were the spectrum and MFCCs are 
clearly differe from each other. 

 
Figure 3. Sample of a Female Acoustic Signal 

Additionally, we contact Hashemite University 
in Zarqa, and they provide us with males and females 
ages which covers almost all ages slots in Jordan. 
Moreover, some additional recordings were 
collected from the internet for Jordanian speakers 
and their speech signals were divided into segments 
of 15 ms frames. The gender and age of the internet 
recordings also pointed in the corpus. 

3.2 Building The Feature Vectors 

 
Using MATLAB tool, the MFCC features were 

extracted from all wave sounds. MFCC is a brief 
period power range that is utilized to speak to sound 
waves [57]. Mel frequencies depend on the basic 
transmission capacity of the human ear perceived as 
a variety with recurrence channels, which 
incorporates two kinds of frequencies [58]. The first 
at frequencies under 1 kHz, and the second 
logarithmic channels at frequencies higher than 1 
kHz to catch phonetically significant attributes [59]. 
The stages engaged with MFCC extraction are 
shown in Figure 4. 

 

                                                 
1 https://kuppl.ku.edu/corpus-arabic-recordings 
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Figure 4. MFCC Feature Extraction Stages [54] 

The MFCC is calculated using Eq. (1), where 
its implementation already provided by 
MATLAB tool. 
 

𝐶௜ ൌ ෎ 𝑋௞𝑐𝑜𝑠 ൬
ሾ𝜋௜ሺ𝑘 െ 0.5ሻሿ

𝑁
 ൰ ,    𝑓𝑜𝑟 𝑖 ൌ 1,2, … , 𝑝

ே

௞ୀଵ

                 ሺ1ሻ 

 
Where 𝐶௜ are the Cepstral coefficients, 𝑝 is the 

order, 𝑘 is the number of discrete Fourier 

transformations magnitude coefficients, 𝑋௞ is the 
𝑘௧௛ order log-energy output of the filter bank, and 𝑁 
is the number of filters (usually 20). Thus, 13 
coefficients and an energy feature were extracted, 
generating a vector of 14 coefficients per-frame. 

The features vectors of all utterances were 
collected together in one CSV file with the 
corresponding gender and age of the speaker. Figure 
5 shows part of the features, were the last two 
columns are the gender, and age targets. 

 

 
Figure 5. Feature Vectors .CSV File 
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4. EXPERIMENTAL SETUP AND RESULTS 
 
Many researchers in other languages have used 

classical classifiers such as Support Vector Machine 
(SVM) and Artificial Neural Networks (ANN), 
Random Forest, K-Nearest Neighbor (KNN), Naïve 
Bayes and Decision Tree which gave good results 
[26]. We decide to apply these famous machine 
learning algorithms and compare the results. 

We have used Orange Software tool for Machine 
Learning (ML) and Big Data (BD) to build the 

models. The feature corpus is divided into two parts: 
the first part forming 80% from the dataset for 
training and the second part forms 20% for 
validation and testing. Figure 6 shows the building 
for the training phase for SVM, ANN with “Relu” 
activation function, KNN with k=11 and the other 
models. Two main experiments were done one for 
gender identification, and one for Age estimation 
using the same model. 

 

 
Figure 6. Model Architecture for Six Learning Algorithms Using Orange Tool 

4.1 Evaluation & Analysis Metrix 

Evaluation of the model is an important step for 
any learning model. One of the most used 
metrics is the accuracy score metric, it is a good 
metric to evaluate the model. Sometimes using 
the accuracy score metric alone is not enough. 
Therefore, some other metrics were used such 
as F1 score, Precision, and Recall. These 
measurements mainly depend on miss and hit 
prediction of a class. In these hits and miss 
classification indicators are summarized. 
 

Table 2. Classification Indicators 
The Measurement The Meaning 

TP 
Number of true positives (instances 
correctly classified as a given class). 

FP 
Number of false positives (instances 
falsely classified as a given class). 

                                                 
2 https://acutecaretesting.org/en/articles/precision-recall-curves-  
   what-are-they-and-how-are-they-used 

FN 
Number of incorrect classification of 
positives instances. 

Precision ( p ) 
Proportion of instances that are truly of 
a class divided by the total instances 
classified as that class 

Recall ( r ) 
Proportion of instances classified as a 
given class divided by the actual total 
in that class (equivalent to TP rate). 

 
The next sections explain these measurements 
in detail. 

4.1.1. Precision 

Precision was used to check the classifier's 
ability to return relevant instances only. 
Equation 2 represents this metric. Simply it is 
the number of correct positive results divided by 
the number of the positive results predicted by 
the algorithm2. 
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Precision ൌ
୘୔

୘ ୔ ା ୊୔
                  (2) 

4.1.2. Recall 

Recall (also known as sensitivity) is used to 
know the classifier's ability to identify all 
relevant instances. The equation used to 
calculate it is Equation 3. It is the number of 
correct positive results divided by the number 
of all relevant samples2. 
 
Recall ൌ

୘୔

୘୔ ା ୊୒
                          (3) 

4.1.3. F-Measure 

 F-Measure is used to combine Precision and 
Recall into one measurement metric. It uses the 
harmonic means to combine them. Equation 4 
is used to calculate this measure2. 
 
F1 െ Measure ൌ 2 ∗

ଵ
భ

ౌ౨౛ౙ౟౩౟౥౤
 ା 

భ
౎౛ౙ౗ౢౢ

      (4) 

4.1.4. Accuracy 

Accuracy is the most popular used performance 
measure. It is known as the ratio of correctly 
predicted observation of the total observations. 
Accuracy would give us a good indicator and 
strong evaluation only when the dataset is 
balanced. Since our data is not balanced, we 
used the True Positive (TP), True Negative 
(TN), False Positive (FP), and False Negative 
(FN) counts to measure the accuracy. Equation 
5 represents the definition of accuracy and 
Equation 6 is the accuracy based on previous 
counts when the dataset is not balanced2. 
 

Accuracy ൌ
୒୳୫ୠୣ୰ ୭୤ େ୭୰୰ୣୡ୲ ୔୰ୣୢ୧ୡ୲୧୭୬ୱ

୘୭୲ୟ୪ ୒୳୫ୠୣ୰ ୭୤ ୔୰ୣୢ୧ୡ୲୧୭୬ୱ
          (5) 

 
Accuracy ൌ

୘୔ ା ୘୒

୘୔ ା ୘୒ ା ୊୔ ା ୊୒
                 (6) 

 
4.2 Gender Identification Experiment    

It is conceivable to recognize the sex or gender 
of a speaker with a precision of practically 100% by 
tuning in to his voice by human ears. This paper tests 
result to demonstrate that it is conceivable to 
recognize the sex naturally with results near 

emotional sex estimation by human audience 
members. After running the model and by targeting 
the gender as the target class, the results are shown 
in Table 3. 

Table 3. Gender Experimental Results of Classification 
ML-

Algorithm 
Accuracy Precision Recall 

F-
Measure 

ANN 0.965 0.920 0.911 0.92 

SVM 0.985 0.979 0.989 0.991 

Random 
Forest 

0.541 0.538 0.542 0.541 

Decision 
Tree 

0.459 0.459 0.46 0.459 

Naïve Bayes 0.438 0.408 0.423 0.438 

KNN 0.343 0.341 0.344 0.343 

It clear from Table 3, ANN and SVM showed 
superiority over other ML-Algorithms especially 
SVM where the accuracy reaches 98.5%. a pictorial 
view of the gender experimental result is shown in 
Figure 7. 

 
Figure 7. Gender Identification Accuracy 

4.3 Age Estimation Experiment    
Age estimation is more troublesome than sexual 

orientation distinguishing proof. Exact age 
estimation is incomprehensible even by human 
audience members. The estimation is constantly 
upset by certain deviation between the genuine 
speaker age and the assessed age.  

When utilizing entire sentences in the event of 
average speakers, the error is for the most part not 
more prominent than 10 years. When utilizing short 
words if there should arise an occurrence of atypical 
speakers, the mix-up can be as long as 50 years [12].  

The most predominant voice signs in age 
estimation are contributed general, a female 
discourse has a higher pitch (120 - 200 Hz) than male 
discourse (60 - 120 Hz) yet the vocal power 
(commotion), jitter and gleam (unpleasantness), the 
formant frequencies and the ghastly extension (voice 
quality), the length and pausation are likewise 
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significant. In this paper, just otherworldly envelope 
spoke to by MFCC coefficients is utilized. 

Based on the spectrum power and MFCC 
features and since the age of the speakers are known, 
supervised learning solved the issue of age 
estimation. The accuracy gained in this experiment 
summarized in Table 4. 

Table 4. Age Experimental Results of Classification 
ML-

Algorithm 
Accuracy Precision Recall 

F-
Measure 

ANN 0.667 0.666 0.667 0.663 

SVM 0.632 0.629 0.636 0.632 

Random 
Forest 

0.93 0.938 0.942 0.941 

Decision 
Tree 

0.959 0.959 0.96 0.959 

Naïve Bayes 0.838 0.808 0.823 0.838 

KNN 0.743 0.741 0.744 0.743 

It is clear that Random Forest and Decision Tree 
shows superiority over all others. It is clear that SVM 
and ANN were the worst accuracies while they were 

the best in gender identification. A pictorial view of 
these results is shown in Figure 8 

 
Figure 8. Age Estimation Accuracy 

For the sake of comparison, both age and gender 
accuracies achieved are set together in one graph 
shown in Figure 9.

 
Figure 9. Accuracy of Both Gender and Age in Comparison

5. DISCUSSION AND ANALYSIS 

For complex problems of classification is a 
challenging problem, especially when the data 
distribution is not linear, and the number of classes 
is large. In this context, SVM have demonstrated 
superior performance [2]. However, SVM was 
originally designed for binary classification and its 
extension for multi-class classification is still an on-
going research issue [3].  

Based on the results gained from experiments 
we notice that SVM and ANN Achieve high 
accuracy and good generalization. Since SVM is a 
binary classifier it shows superiority in gender 
classification.  

Meanwhile, in problems where a rule is to be 
generated or a specific decision has to be taken, the 
Decision Tree (DT) is useful. In DT algorithm a lot 
of preparing models are separated into littler and 
littler subsets while simultaneously a related choice 
tree gets steadily created. Toward the finish of the 
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learning procedure, a choice tree covering the 
preparation set is returned. The key thought is to 
utilize a choice tree to segment the information space 
into bunch (or thick) districts and unfilled (or 
inadequate) locales [21].  

In DT Classification another model is 
characterized by submitting it to a progression of 
tests that decide the class name of the model. These 
tests are sorted out in a progressive structure called 
a choice tree. Choice Trees follow Divide-and-
Conquer Algorithm [21]. 

A Random Forest (RF) is a group of n choice 
trees. Every choice tree in the timberland is prepared 
on various subsets of the preparation set, produced 
from the first marked information by stowing [8]. 
Irregular Forest uses randomized element 
determination while the tree is growing. 

Referring to results in a gender experiment, DT 
and RF did not show good results since the problem 
is binary. In age estimation, DT and RF succeeded in 
achieving high accuracy compared to other ML-
algorithms. 

 
6.  CONCLUSIONS 
 

This examination expects to explore the degree 
to which audience members can pass judgment on 
some obscure speakers' acoustic attributes. Also, we 
attempted to assess the connection of the ordered 
ages with different acoustic qualities: pitch, open 
remainder, phantom tilt, music to-clamor proportion, 
shine, jitter and MFCC. In this paper, we propose a 
relative estimation technique for abstract age by 
utilizing speaker's acoustical attributes and their 
sequential age.  

In this paper, we presented gender Identification 
and Age estimation model based on machine 
learning. The importance of this research relay on its 
use in the fields of Automatic Speech Recognition 
(ASR) and Artificial Intelligence. For example, in 
the field of robotics, it is important to identify human 
sex and age for emotion recognition and robot 
interaction.  In this paper, we targeted Arabic 
speakers by identifying their genders and estimating 
their ages. Experiments were conducted using six 
famous learning algorithms such as NB-Tree 
(Decision Tree), Random Forest (RF), K-Nearest 
Neighbor (KNN), Support Vector Machine (SVM), 
Artificial Neural Network (ANN), and Naïve Bayes 
(NB). We focused on the accuracy with some 
important classification measurements. Automatic 
gender identification and age estimation system is 
proposed based on extracting MFCC features from 
Arabic speech. The MFCC features extraction 
algorithm was performed on the Arabic Audio 

corpus and feature vectors are formulated. The 
feature vectors matrix is fed to the machine learning 
algorithms through a model build by Orange tool (a 
tool for Machine Learning and Big Data). Our target 
was to determine whether the speech sample is male 
or female and assign the approximate age slice for it. 
Two experiments were done, the first one targeted 
gender identification, and the second one targeted 
the age estimation. Results are extracted, Analyzed, 
and compared through ML-Algorithms. SVM and 
ANN were superior in gender determination with 
accuracies 98.5% and 96.5% respectively, while 
Decision Tree (NB-Tree), and Random Forest (RF) 
were superior in age estimation with accuracies 
95.9%, and 93.0% respectively. 

 
7. FUTURE WORK 

 
As a future work, it is worthy to build a huge 

corpus for Arabic language specifically for age 
estimation and gender identification. By this corpus 
we can precisely estimate the age and decrease the 
error in the estimation to be as much small as 
possible. Meanwhile, by building a huge corpus that 
include all types of Arabic speakers we may achieve 
100% of Arabic gender recognition.  
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