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ABSTRACT
Healthcare has been an important industry from then till now, and it is said to be one of the sectors which plays a critical role in preventing the increasing number of a particular disease. In this era of new technology, machine learning has been used in a lot of industries, and one would be the healthcare industry. In the healthcare field, machine learning contributes significantly to predicting a disease as to simplify the process of the manual disease diagnosis and bring convenience to both the doctor and patient. In this paper, a disease prediction system will be implemented with the use of supervised learning algorithm to allow patient in identifying disease themselves based on their symptoms. Few supervised learning algorithms are being trained and tested in terms of their accuracy, and the algorithm with the highest accuracy is used for the prediction. The chosen supervised learning algorithms to be tested include Bernoulli Naïve Bayes, Decision Tree, and Support Vector Machine.
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1. INTRODUCTION

Having a doctor or pharmacist consultation is a must when getting sick. Generally, doctor is one of the professions in healthcare field, who is responsible for both general and specialty disease diagnosis [1]. However, there is a problem where patients may not access to healthcare services when they met some common clinical diseases such as dengue, chickenpox, allergy, and so forth. Transportation issue, the amount spent on medical services, as well as the low health awareness on patients themselves may be the major issues that cause the problems mentioned to have happened. Other than pharmacist and doctor, people are facing a challenge where he or she does not have any experiences when coming to the diagnosis of clinical diseases such as dengue, chickenpox, allergy, and so forth.

In the 21st century era of technology, machine learning has been evolved and is widely used in various industries, including agriculture, finance, travel, and so forth [2]. One of the significant fields which involves machine learning is the medical field [3]. Different kinds of machine learning approaches have been used in the medical industry, such as natural language processing to create a medical diagnosis chatbot, image processing to determine rare disease, an expert system to determine general disease, and so on [4]. Since the project relates to prediction in the healthcare field, therefore machine learning will be used for prediction in the project.

Based on the problems stated in the first paragraph, an offline-based medical diagnosis system is proposed to help patients in identifying diseases themselves. After selecting symptoms, they will receive an accurate diagnosis result from the system. In short, patients can know the disease they have and later decide on whether there is a need to go for doctor consultation.

In order to produce an accurate diagnosis result, a set of data will be trained by using appropriate machine learning algorithms. After testing part of the data for its accuracy, data (symptoms) entered by the patient will be input and the outcome will be produced based on the data trained using machine learning algorithms. The dataset collected would be
the medical diagnosis records of other patients based on their symptoms.

2. **PROBLEM CONTEXT**

Consulting a doctor may cause someone to have huge spending on it. According to the research found, the healthcare cost of the United States (US) has risen from $2879 billion to $3492.10 billion in five-year time (from the year of 2013 to 2017) [5]. Also, according to Deloitte (2019), the spending of worldwide medical care is presumed to be increased continuously from the year of 2017 to 2022, with an annual rate of 5.4% [6]. The rising cost in the medical field causes part of the people not able to pay for the clinical or hospital consultation, especially for the lower-income group, and this causes more people choose to not seek for medical care when they are having clinical diseases such as allergy, high fever, and so forth [7]. When diseases getting worsen, the chance of getting effective treatment may be lower.

There is a problem where people nowadays have low health awareness on themselves [8]. As a worker, he or she may not willing to consult a doctor when getting sick, as there are tons of jobs needed to be done by them every day [9]. Therefore, health awareness of most of the people become lower, which may cause the disease to become more serious in the future. Besides, as mentioned in the first paragraph, consulting a doctor may need to spend a lot on it. This may lead to the same problem where health awareness becomes lower and causing the disease to get more serious.

Going to a physical clinic or hospital for doctor consultation may be hard for people who live in rural areas [10]. According to research, the number of medical clinics or hospitals in rural areas is much lesser compared to in urban areas [11]. This will lead to a problem where people who live in rural areas have fewer chances in obtaining medical care they need [12]. If rural residents want to access a particular medical service, they may need to have their transportation to reach the medical service, in which the medical service may locate far from home [13].

3. **AIM**

To come out with an implementation of a symptom-based disease prediction system using machine learning algorithm to bring convenience to users by identifying the clinical disease themselves based on a set of past data.

4. **OBJECTIVES**

The project objectives include:
- To have an investigation of few similar existing systems.
- To identify the problems of each similar existing system so that these problems can be improved within the proposed system.
- To compare various machine learning algorithms and identify the most suitable algorithm for prediction.
- To evaluate each chosen algorithm in terms of its accuracy and choose the best one to be implemented within the system.

5. **LITERATURE SURVEY**

Doctor is one of the professions in the healthcare field among the others such as nurse, dentist, psychologist, and so forth. The doctor-patient relationship can be defined as when someone is getting sick, he or she has to consult a doctor in either clinic or hospital, and the doctor has the responsibility to help patients in diagnosing their disease based on symptoms and providing suggestions and medication to them [1]. However, there are still some people who may have hesitation before consulting a doctor, and this may due to multiple reasons as stated in the problem context, such as cost, time, as well as the accessibility of medical service. Without treating the sickness immediately, a minor illness may have the chance of transforming into a major illness at the end of the day [14]. Therefore, the implementation of an offline-based disease prediction system will be carried out to act as a solution in solving these problems.

5.1. **Background of the Healthcare Industry**

According to the research, healthcare service acts as the biggest and one of the most important industries in the United States [15]. Various treatments have been offered to patients through the access to medical services, and patients are able to get consultations from healthcare professions such as pharmacist and doctor [16]. According to one of the reports found, the worldwide healthcare market is growing continuously by reaching a value of approximately $8452 billion in the year of 2018, and it is expected to grow to approximately $11908.9 billion in the year of 2022 [17]. From here, a conclusion can be made that healthcare services may be one of the industries that can be further explored and improved with the existence of technologies in
This 21st century, which is the era of science and technology.

However, there is still part of the people who choose to not accept treatment from the healthcare profession and their health condition is deteriorating at the end [18]. Therefore, it is assumed that these people may have a few concerns before getting treatment. A study was carried out to discover the reasons why patients chose to avoid from accessing to medical service [16]. From the study, it can be discovered that there are actually multiple aspects which make the respondents to avoid from getting themselves a medical care, including interpersonal factor such as communication issues, traditional barrier such as transportation difficulties, as well as organizational factor such as long waiting time. To solve these problems, an in-depth research is carried out by exploring whether or not the evolvement of technology in the medical field can help in solving the problems stated.

As mentioned above, technology has been quietly and slowly evolved in the healthcare industry in this era of new technology [19]. One of the reports mentioned that the market growth of smart healthcare industry is expected to reach a CAGR of 24.1% between the year of 2019 and 2023 [20]. From here, it can be summarized that the medical industry will continuously adopt smart technology now and in the future. Smart healthcare industry can be said as the combination of either big data, internet of things (IoT) or machine learning, as well as deep learning with the healthcare system [21]. Using a smart healthcare system enables the patients to not only have the option of accessing physical hospital, but also the option to access to the healthcare system anywhere at any time without any boundaries [22]. From here, it can be known that both issues (transportation difficulties and long waiting times) can be solved through the smart healthcare system, as it allows patients to access to healthcare service anytime at anywhere. Besides, the smart healthcare system allows the cost of medical to be reduced as well [23]. In all, it can be concluded that the utilization of technology in healthcare industry is able to solve all the problem contexts mentioned.

5.2. Manual Doctor Consultation Process

Due to privacy issue, secondary research is carried out instead of primary research to understand the manual process of doctor consultation, so that the proposed system is able to mimic the procedure well, but with a simplified process.

A study was carried out by an author to investigate the time taken for the patient to wait for doctor consultation as well as the time taken for the patient to consult a doctor at a clinic so that the author can produce few strategies to improve this matter [24]. Another research was carried out by an author to improve the old system of doctor consultation by designing an electronic consultation system [25]. From both of these journals, the researcher is able to know and understand the walk-in process has to go through a lot of processes, including registration, pre-consultation, consultation, booking of appointment, payment process, as well as pharmacy process (wait for the medicine to be given by the doctor). From here, it is assumed that this is one of the reasons why some of the people think that they have to spend a lot of time on manual doctor consultation, as there are a lot of processes to be gone through.

5.3. Introduction to Machine Learning

There are a lot of subsets involved in artificial intelligence, and one of them would be machine learning. Machine learning has been widely used in various industries, including medical, agriculture, manufacturing, sales, and so on [26]. By using machine learning, it provides the opportunity for the system to learn from a chunk of past data itself and improve by the experiences automatically [27]. One of the functions of machine learning is that it acts as an assistant within data analytic field [28]. There is various form of data analytics, including descriptive analytic, predictive analytic, as well as prescriptive analytics [29]. In predictive analytics, machine learning algorithm is used to analyze the past data collected and to predict future output [28]. Generally, machine learning allows the system to learn by looking at the data such as the pattern of numeric data, instructions, and so forth [30]. After the data is being learned or trained, it allows the machine to make a better decision in the future. There are three types of machine learning, including unsupervised learning, supervised learning, as well as reinforcement learning [31].

Supervised learning learns through a set of existing data consisting of both input data and output data, in which the output data is the correct answer [32], [33]. The learning process will be terminated when the algorithm reaches a good performance. There are two common groups that fall under supervised learning, including classification and regression [34]. Classification problem produces an output with a category, such as “yes” or “no”; while
regression problem produces an output with an exact value, such as “height”.

On the other hand, unsupervised learning refers to a machine learning algorithm that aims to search for unknown patterns or structures in the data, from a set of data that has input data but without any labeled output [35]. Using unsupervised learning allows the data to be categorized based on their similarities [36]. There are two common groups that fall under unsupervised learning, including clustering and association [37]. Clustering aims to find instinctive groups within a set of data, such as customer grouping according to their purchasing behavior; while association aims to explore the rules which outline big chunks of data.

Table 1 shows few comparisons between supervised learning and unsupervised learning.

Table 1. Comparison Between Supervised Learning & Unsupervised Learning

<table>
<thead>
<tr>
<th>Input Data</th>
<th>Supervised Learning</th>
<th>Unsupervised Learning</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Trained using labeled data</td>
<td>Trained using unlabeled data</td>
</tr>
<tr>
<td>Type of problems</td>
<td>- Classification</td>
<td>- Clustering</td>
</tr>
<tr>
<td></td>
<td>- Regression</td>
<td>- Association</td>
</tr>
<tr>
<td>Algorithm</td>
<td>- Support Vector Machines</td>
<td>- K-means</td>
</tr>
<tr>
<td></td>
<td>- Random Forest</td>
<td>- Hierarchical</td>
</tr>
<tr>
<td></td>
<td>- Linear Regression</td>
<td>- Association</td>
</tr>
<tr>
<td></td>
<td>- Naïve Bayes</td>
<td>- Rules</td>
</tr>
<tr>
<td></td>
<td>- Decision Trees</td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>- High</td>
<td>- Low</td>
</tr>
<tr>
<td>Application</td>
<td>- Spam filtering</td>
<td>- Anomaly detection</td>
</tr>
<tr>
<td></td>
<td>- Fraud detection</td>
<td>- Vehicle classification</td>
</tr>
</tbody>
</table>

5.4. Machine Learning in Medical Field

A lot of applications have been developed with the technology of machine learning. One of its significant applications would be within the medical field [38]. Machine learning is getting more and more popular in today’s world, as it is the latest trend in enhancing the healthcare system [39]. Somehow in achieving the goal of reducing the cost of healthcare, machine learning may prove to be one of the solutions [40]. According to the research, the healthcare industry uses machine learning to diagnose a particular disease, either using patients’ past records as data to predict the future outcome by entering few variables’ values, or by using image processing to scan, process, and determine the future outcome [41]. Machine learning allows physicians to carry out a nearly perfect diagnosis if it is applied and utilized effectively [40]. One of the main advantages of using machine learning to predict the outcome of a particular disease is that recommendation can be made according to someone’s health conditions such as his or her age, gender, and so forth, and this may assist someone to have much more health awareness on him or herself at the first stage [42]. Thus, this advantage is one of the reasons encountered in solving the problem of this proposed project.

5.5. Overview of Supervised Learning

Among various types of machine learning, supervised learning will be implemented in this project as labeled data will be used to train the proposed system. Therefore, an in-depth investigation on supervised learning algorithm will be carried out. Figure 1 below displays the overall process of carrying out supervised learning.
Data collection is said to be one of the most significant procedures as the data’s quantity as well as quality will affect the performances of the model.

The third phase would be the pre-processing of the data gathered. In this phase, the collected data will be loaded into an appropriate place and it will then be prepared to be used for the training process [45]. From this phase, it is time for the developer to see if there are any relationships between various variables. For instance, the developer can check whether the number of output A is more than output B. If so, the result generated would seem to be biased as the model will know that output A is correct at most of the time. Therefore, the developer has to organize the data well so that the biases of the result will not happen [45]. The gathered data will be separated into two sections, one will be used in the training process, while another one will be used in the testing process to judge the performance of the trained model [46]. The reason why the separation of data is carried out is to ensure the model would not only memorize the questions, but it is able to give an accurate result given different input.

Model selection will be carried out after pre-processing the data and defining both training and testing data. Model selection is the most important process among all, as different types of models will be used for different purposes [47]. For instance, some models are suitable for image processing, while some models are suitable for data in numerical form. After selecting the most appropriate model, data training process will be carried out by using the selected model [43]. The model will keep improving by keep training the model until it has the ability to get a high accuracy result [48]. In the training process, some random values will be given for weights and biases, and these values will be used to predict the output [49]. If the predicted output is not achieving high accuracy, the values of weights and biases will be kept adjusted until a high accuracy of prediction is achieved.

Evaluation is carried out when the training process is done to see whether the trained model is good enough by inputting a set of test data (which is one of the two parts separated out in the previous process) [50]. This process allows the developer to see the performance level of the trained model. If the predicted output is far different from the real output, then the developer will need to re-train the model. In contrast, if the predicted output is accurate enough, then the model is ready to be used for classification.

5.6. Comparison Between Supervised Learning Algorithms

As the proposed system will classify the output into multiple classes based on selected symptoms, therefore classification algorithm will be used. Multiple types of algorithms that can be used in solving classification problems, including support vector machines, Naïve Bayes classifier, decision trees, random forest, and so forth [51]. From the research found, a conclusion can be drawn that every developer has applied different types of supervised learning algorithms during the implementation of the prediction system.

This can be explained by the journal which aimed to compare different types of classification algorithms to detect network intrusion [52]. From the research, it can be seen that the combination of random forest and support vector machine produce the highest accuracy compared to other algorithms, such as the combination of support vector machine and BayesNet, support vector machine and logistic regression, and many more.

Another project had been done to evaluate the main reason which affects the performance of newly listed companies using support vector machine as well as various decision tree models [53]. Results showed that one of the decision tree models named C5.0 had achieved the highest accuracy with 96.46% compared to other models.

Another journal used Naïve Bayes, Decision Tree, as well as K-Nearest Neighbor algorithms to carry out sentiment classification on Roman-Urdu feedbacks [54]. From the research, it can be clearly seen that the Naïve Bayes algorithm has the best performance by achieving 97.33% accuracy for training data and 97.50% accuracy for testing data, compared to the other two algorithms.

Therefore, the researcher decided to choose three common types of multiclass classification algorithms for further investigation, including Naïve Bayes, Support Vector Machine, as well as Decision Tree classifier. Also, these three algorithms will be used to test the accuracy during the implementation, and the one with the highest accuracy will be selected to be used in the prediction process.

\[ p(C_k|x) = \frac{p(C_k)p(x|C_k)}{p(x)} \]  

(1)
Naïve Bayes Classifier refers to a classification algorithm based on Bayes theorem with the use of probability method. It is used when the number of input variable is high [55]. Using Naïve Bayes Classifier allows the conditional probability of prediction to be calculated based on the features or input [51]. Naïve Bayes Classifier is an algorithm which assumes that every feature or variable is independent from each other. There are three different types of Naïve Bayes models, including Bernoulli, Multinomial, as well as Gaussian, and each serve with different purposes [56]. Multinomial model is used when discrete frequency count is carried out. Meanwhile, Bernoulli model is used for binary features, such as 0s and 1s. For such, the parameters are only in the form of yes or no. On the other hand, Gaussian Naïve Bayes is used when the features follow a normal distribution, such that all the features are continuous. Naïve Bayes classifier works well in various applications, including medical diagnosis, text classification, and so on [56]. Equation (1) shows the Bayes theorem’s formula to calculate the probability.

\[
P(A|B) = \frac{P(B|A)P(A)}{P(B)}
\]

Figure 2. Example of Decision Tree Structure [57]

Decision Tree Classifier is one of the supervised machine learning algorithms which works well in classification problem [58]. It works by separating out the data continuously based on a particular parameter until a predicted outcome is generated [59]. The classifier uses the structure of tree to serve as the rules of classification by having three basic components, including nodes, branches, and leaf nodes [57]. The node in the decision tree refers to a question generated based on the features or variables available, while the leaf refers to the outcome of the question generated [58]. There are two types of decision trees, including classification tree and regression tree [60]. Classification tree is used when the predicted outcome is in categorical or discrete form. Classification tree classifier is able to solve both binary and multiclass classification problems. Meanwhile, regression tree is used when the predicted outcome is generated from continuous values. Figure 2 shows the structure of the decision tree algorithm.

Support Vector Machine Classifier has been widely used in multiple applications [55]. Other than classification, support vector machine has been used to serve other purposes, such as ranking and regression. In classification, it categorizes multiple classes by generating a separating hyperplane [62]. In other words, support vector machine will generate the best hyperplane which separates out a chunk of data. To reduce the chance of error, margin should be maximized so that the distance between separated classes and the hyperplane is as far as possible [55]. Figure 3 shows the overall structure of linear support vector machine algorithm.

Figure 3. Example of SVM’s Structure [61]

Table 2. Comparison Between 3 Machine Learning Models [55], [59], [63]

<table>
<thead>
<tr>
<th>Advantage(s)</th>
<th>Naïve Bayes</th>
<th>Decision Tree</th>
<th>Support Vector Machine</th>
</tr>
</thead>
<tbody>
<tr>
<td>(s)</td>
<td>Simple</td>
<td>Simple and</td>
<td>Works efficiently if</td>
</tr>
<tr>
<td></td>
<td>prediction</td>
<td>quick</td>
<td>the separation</td>
</tr>
<tr>
<td></td>
<td>Well-</td>
<td>Eliminate</td>
<td>between multiple</td>
</tr>
<tr>
<td></td>
<td>performed</td>
<td>insignificant</td>
<td>classes are clear</td>
</tr>
<tr>
<td></td>
<td>in</td>
<td>variables</td>
<td>Memory efficient</td>
</tr>
<tr>
<td></td>
<td>multiclass</td>
<td>Interpretation is easy</td>
<td>Works well in high</td>
</tr>
<tr>
<td></td>
<td>classification</td>
<td>easy</td>
<td>dimensional spaces</td>
</tr>
<tr>
<td></td>
<td>Less</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>computational</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>time is</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>needed for</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>the training</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>process</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disadvantage(s)</td>
<td>Require large</td>
<td>Chance of getting overfit</td>
<td>Time consuming</td>
</tr>
<tr>
<td></td>
<td>dataset to</td>
<td>is high</td>
<td>Needs of huge matrix</td>
</tr>
<tr>
<td></td>
<td>get better</td>
<td>Time</td>
<td>operations</td>
</tr>
<tr>
<td></td>
<td>prediction</td>
<td>consuming</td>
<td></td>
</tr>
<tr>
<td></td>
<td>result</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5.7. Similar Systems

The study aimed to predict diabetes disease using data mining technique [64]. The system created will
generate an intelligent therapeutic option emotionally supportive network as an assistant for the physicians. After collecting diabetes patient’s information, this information will be sent for training, testing, and predicting. Multiple algorithms are used and compared in terms of their accuracy, including Bayesian as well as K-Nearest Neighbor (KNN). The target user of this system is the administrator, and he or she will use the system to predict whether a patient has diabetes by asking the current records from patients. The administrator is allowed to choose the type of machine learning algorithm for prediction. After processing, the predicted result will be generated, and the report can be printed out and given to the patient upon request. Suggestions will be given if the patient is being diagnosed with diabetes. Therefore, before using this system, the clinical records such as serum ins, tri-fold trick, pg concentration, and so forth should be available. However, this study does not produce a real system. Instead, the study is just a concept by explaining how the proposed system will look like. Therefore, there is no accuracy result being stated since both of the algorithms are not tested yet.

A system was proposed in the year of 2015, which the study aimed to suggest an intelligent system that can assist people to diagnose whether or not they have a heart disease using machine learning and data mining techniques, including Naïve Bayes, Decision Tree, as well as Neural Network algorithm [65]. Before starting with the prediction process, current information will be taken from the patients. The study further explained the three machine learning algorithms used, as well as some basic information about heart disease. However, the system is still under research process and it has not been implemented yet.

5.8. Summary

Based on the research found, it can be concluded that the traditional doctor consultation is far behind. The healthcare industry with the utilization of technologies enables all the problem contexts stated above to be solved, such as high cost, time consuming, and transportation issues. Therefore, a prediction system using machine learning and data mining technique will be able to assist patients in diagnosing disease themselves in a more simplified and convenient way. Also, the studies of similar systems prove that the proposed solutions have existed. As from the three similar systems found, a summary can be made that most of the prediction systems focus more on the data mining process instead of having a complete system with the implementation of the user interface. Therefore, it can be further strengthened by executing the proposed project.

6. METHODOLOGY

System development methodology refers to a framework that can be used in system development planning, managing, and controlling [67]. There are various types of methodologies that evolved with their strengths and weaknesses, and the selection of suitable methodology needs to look into multiple aspects of a project, such as project size, project development duration, project team size, and so forth [68]. Two different methodologies will be compared, and the best one will be used to carry out the project.

According to the research, agile digital transformation, extreme programming, and rapid application development are the three top methodologies used in software development process in the year of 2018 and they are estimated to be the best methodologies in software development.
In conjunction with the project scenario, both extreme programming and rapid application development are selected to be further compared. After comparing these methodologies, rapid application development (RAD) is selected to be implemented in the proposed project.

### 6.1. Rapid Application Development (RAD)

Generally, rapid application development is one of the agile software development methodologies which allows user’s requirements to be improved or changed [70]. RAD aims to reduce the development time as well as the cost by involving users in every process [71]. The reason why RAD has been widely used in software development process is the nature of handling tight timelines and it focuses on prototyping for customers [72]. Also, as it is prototype and customer-focused, developers can produce a prototype constantly and improve it based on the feedback received from users. Besides, it is said to be suitable in the development of a new system to support a new business function of a particular firm [73]. RAD is suitable to be used when the project has a focused scope and the objectives are little yet well-defined [74]. Also, it is suitable for the project in which its decisions can be made by a small number of people [75]. Using RAD requires the project to be developed within the capabilities of technology used.

RAD is chosen as it is an iterative framework which is suitable to be used in the development of new small-to-medium scale project within a limited development duration as well as cost [76]. Besides, the chosen methodology will increase the success rate of the system development and can achieve greater user satisfaction as RAD methodology works by following an iterative life cycle (starting again) as well as evolutionary (continuous improvement) [76]. Also, it is suitable for a small project team which may include six people or even lesser [77]. Based on the evaluation made, it is believed that RAD is an ideal methodology to be used within the proposed project, as the project cost is assumed to be low, project scale and the size of the project team is small, and time is limited for the project development.

In contrast, extreme programming is inappropriate to be used in the proposed project. This is because from the research found, this type of methodology focuses more on the coding process rather than the user interface. It is said to be not suitable for this project as the target user of this project will be public, specifically the patient. Therefore, it is assumed that the structure of the user interface must be more user friendly as an organized interface allows users to use the system more comfortably.

### 6.2. Overview of Rapid Application Development (RAD)

Figure 5 displays the overall process of rapid application development (RAD). From the figure above, it clearly shows that there are four phases involved in RAD, including requirement planning, user design, construction, and cutover [79].

**Step 1: requirement planning**

Generally, the activities carried out in requirement planning phase would be the same as the system planning and analysis phase in software development lifecycle (SDLC). In this phase, the current problem faced by users will be determined. Later, the team including both users and staff agree upon the project scope as well as system requirements [80].

In relation to the proposed project, project scope (what it is supposed to be done) will be defined and all the scopes should achieve the goal of the project. When the system requirements are identified, the timeline of the project will be generated to make a plan on the task which should be done on a particular day so that the project can be done within the time given without delaying it. Other than that, cost estimation will be done as well by identifying the resources that need funds.

**Step 2: user design**

In RAD, the activities carried out in user design phase are similar to the system design phase in software development lifecycle (SDLC). This phase mostly emphasizing the interaction between system analyst and user [81]. A working prototype will be produced as an outcome in this phase.

In this project, the developer will start to design and produce a working prototype based on the system requirements. Users are allowed to test the
project prototype to ensure user expectations have been met. This phase will be an iterative phase by keep collecting feedback from users so that the prototype can be improved until all users are satisfied with it. With this iteration, the developer can ensure the final product will have a higher success rate, as feedback is collected from users whenever the prototype is being updated once to meet the user’s requirements. Besides, the code does not need to be changed constantly as the prototype will keep changing until it reaches high satisfaction from users before proceeding to the construction phase.

**Step 3: construction**

Activities carried out in RAD’s construction phase would be the same as system development phase in software development lifecycle (SDLC). The development of a working system will be carried out after designing it [80]. The project team including programmers and testers will participate in this stage to ensure the system can be developed successfully by fulfilling the user’s requirements. Users are allowed to participate during the process of development by suggesting improvements or changes.

In relation to the project, project implementation will be carried out in this phase, which means that the final prototype generated from the second phase will be transformed into a working model. Multiple sub-tasks are broken down, including coding and various types of testing. In this phase, the developer is assumed to complete the working system faster as majority of the changes required by users have been done at the user design phase. After completing the system, testing such as unit test and usability test will be carried out to ensure the system works well without any bugs or errors before deploying it. The system will be improved iteratively until all the errors or bugs are cleared. However, the system will still get some minor changes if users provide suggestions, new ideas, or changes after testing out the system. Therefore, the construction process will continue until it meets the user’s requirements.

**Step 4: cutover**

The last stage of RAD would be the cutover phase, in which the activities carried out is similar to the final task in SDLC. For such, the process of testing, the changeover from the current system to a new system, as well as user training are all involved in this phase [80].

In this project, the finalized product which satisfies the user requirements will be released and deployed to the users. Generally, the company which has a current system will undergo a cutover process, by transferring the data from the current system to a new system. Since this project is a new system, there is no need to undergo the data transfer process. Whenever there are any bugs found, the system will be improved.

7. **RESULTS AND DISCUSSION**

7.1. Machine Learning Model

![Figure 6. Flowchart of Machine Learning Model Implementation](image-url)
Figure 6 visualizes the step-by-step procedure of implementing the machine learning model within the system. Initially, the identified dataset is imported and will be used for training and testing the model. Later, feature selection will be carried out by choosing the important features which will be helpful in achieving the objective of the project, including both the dependent and independent variable. Later, pre-processing process such as the checking of noisy and missing data will be carried out, and further processes will be made if there is any. Then, the dataset will be divided into both training and testing set, and this will be done by the system randomly to avoid any biases. Three models chosen during the literature survey will be implemented, including Decision Tree, Naïve Bayes, as well as Support Vector Machine classifier. Evaluation will be done after testing out the trained model to see which model performs the best in terms of accuracy, and the most accurate model will be saved and used in the project system for further prediction.

**Step 1: problem identification**

As mentioned in the literature review section, there are few steps in implementing machine learning model within the system. First, to define problem of the project. The problem has been identified earlier, which aim to help the patient in improving their convenience by making disease prediction themselves anytime at anywhere.

**Step 2: identification of required data**

In step 2, the required data which will be helpful in achieving the project objective is identified. Since the project aimed to help patients in predicting possible disease themselves, thus the dataset used would be the most suitable one to carry out machine learning model implementation. The dataset is named as disease prediction dataset, consisting of 131 symptoms and 41 types of diseases, and it is retrieved by the author from one of the hospitals. The dataset is a multivariate dataset consisting of structured data. It is an open-source dataset that can be used by anyone. The source of the dataset is from the Kaggle website, which is one of the most reliable sources for the data scientist to get tools and resources to achieve the research goal.

**Step 3: feature selection**

![Figure 7. Part of The Independent Variables in Dataset](image)

In this step, the important features will be selected in implementing machine learning model, meaning the variable which is helpful in solving the project’s problem will only be selected, while the useless variable will be eliminated. Figure 7 above shows part of the independent variables in the dataset. Each independent represents one symptom, therefore all attributes in the dataset is important, as it will be used in predicting the disease. In short, all the attributes in the dataset will be used as the outcome will need to depend on these independent variables heavily.

**Step 4: data pre-processing**

![Figure 8. Summary of Attribute “Itching”](image)

In this step, the data will be pre-processed into a proper format so that it can be understood by the machine. These steps include cleaning noisy data, missing data, as well as transforming the data into a proper data format if there are any attributes is in an improper format.

Figure 8 shows the summary of one of the attributes named “itching”. From the chart displayed, it shows that the column only contains binary value, which is 0 and 1, same goes to the other attributes. Since there is no noisy data in the dataset, thus there is no need to do any further processing to clean the noisy data. Also, it can be seen that there is no missing value for each and every “cell” in the dataset. Thus, there is no need to do any processing to clean missing data.
However, other than independent variables, the outcome of the dataset is not in an integer format, meaning it is in a categorical object format (as shown in figure 10). Since the python Scikit-learn library only allows the data to be in integer type to carry out machine learning classification model, therefore the column is transformed from object format to integer format manually. Figure 9 above shows the before-and-after transformed data for the outcome column, each categorical data will be replaced with an integer.

Also, if the number of data in each category is highly different from each other, then the data will be pre-processed. This is because an imbalance number of data will lead to the bias of data. Figure 12 above shows the number of data in each category. From the figure, it can be seen that the number of data for every category is well distributed, therefore there is no need to further pre-process on it.

**Step 5: data splitting**

After pre-processed data, the next step would be data splitting. In this step, all the data will be split randomly by the machine into training and testing set with the specification of data splitting ratio. The purpose of splitting data is that split data with a larger ratio will be used in training the machine learning model, while data with a lower ratio will be used in testing the machine learning model, to see whether or not the trained model performs well by looking at the accuracy. If it is not performed well, the model will be retrained.

**Step 6: implementation of machine learning model**

Machine learning model will be implemented in this stage. There are 3 appropriate types of multiclass classification algorithms being identified in the literature review section, including Naïve Bayes, Support Vector Machine, and Decision Tree. Therefore, these 3 machine learning algorithms will be used for training along with the pre-processed dataset together. For Naïve Bayes algorithm, there are 3 various types of algorithms, and each algorithm targets different objectives. After researching, Bernoulli Naïve Bayes is used, as this type of Naïve Bayes algorithm deals with the binary input. Since all the input of dataset chosen is in binary form, therefore Bernoulli Naïve Bayes is selected.

**Step 7: model evaluation**

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bernoulli Naïve Bayes</td>
<td>94.31%</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>74.80%</td>
</tr>
<tr>
<td>Support Vector Machine</td>
<td>100%</td>
</tr>
</tbody>
</table>
In this step, the trained models (by using the 3 machine learning algorithms identified previously) are evaluated in terms of their accuracy. The model with the highest accuracy indicates that it performs the best among the three, therefore it will be implemented in the system for the disease prediction process. Table 3 summarizes the accuracy of Bernoulli Naïve Bayes, Decision Tree, and Support Vector Machine algorithm. It shows that SVM has the highest accuracy among the three, which is 100%. According to the research, support vector machine would normally perform better than the other algorithms [82]. From multiple pieces of research being done, it was found out that support vector machine provides the best by having the highest accuracy in most of the experiments [83]. Also, according to one of the researchers, support vector machine is used to carry out the classification activity on the environments by categorizing the input feature to affected and non-affected by the presence of pesticides, and the result showed that support vector machine model is able to achieve 100% accuracy. In short, support vector machine performs better than the other algorithms most of the time [84].

Step 8: save model

After evaluating the three models, it was found out that support vector machine gets the highest accuracy among the three. Thus, the model will be saved into a file called *pickle* and will be used during the disease prediction process.

7.2. Output Display from the System

![Figure 13. Screenshot of the System’s Main Page](image)

Figure 13 above shows the GUI of system’s main page. In this page, two buttons are being displayed so that user can choose on whether he or she wants to be loaded into the login page or signup page.

![Figure 14. Screenshot of the System’s Home Page](image)

Figure 14 displays the user interface of system’s home page. Users will be linked to this page after logging in successfully into one’s account. In this page, guidance will be displayed so that novice user is able to use the system in a correct way.

![Figure 15. Screenshot of the System’s Disease Prediction Page](image)

Figure 15 above shows the user interface of system’s disease prediction page. Users will be linked to this page after clicking on the *predict* button located on the left-hand side of the menu bar. All the symptoms stored in the database will be loaded to Listbox 1, and user can add the symptoms to listbox 2 by using *add* button. *Delete* button will be used when user wants to cancel out some symptoms which have been added into listbox 2. *Predict* button will be used to carry out the prediction process by invoking the machine learning model. After prediction, user will be linked to the next page to view the predicted disease. *Cancel* button allows the user to cancel the prediction. Validation has been made in few of the buttons of the page, meaning before clicking on *add* button, the system will check whether there is a symptom being selected; if there is no symptom being selected, an error message box will be popped out to notify the user, same goes to the *delete* button. Also, added symptoms will be checked when the *add* button is clicked, to avoid redundant symptoms being added. Furthermore, the total number of symptoms will be
checked when the predict button is clicked. The validation is done here as if the number of symptoms selected by users is too less, the machine learning model may not provide an accurate diagnosis to the user.

Figure 16. Screenshot of the System’s Disease Prediction Result Page

Figure 16 shows the user interface of system’s disease prediction result page. After pressing the prediction button on the previous page (disease prediction page), user will be linked to this page. The disease prediction result will be displayed to the user, together with the disease description, to let the user have a basic understanding on the predicted disease. User can choose to save the prediction record to either be viewed in the future or to be captured down and allowing the doctor to know the disease that he or she has. However, user is allowed to not save the prediction result if one wants to do so.

Figure 17. Screenshot of Disease Prediction History Page

Figure 17 displays the screenshot of disease prediction history page’s user interface. User will be linked to this page after clicking on the view record button located on the left-hand side of the menu bar. In this page, user’s past prediction record will be shown in summary, by displaying the diagnosis ID, diagnosis date, as well as the prediction result. view button allows user to view a particular record in detail when a record is selected by the user, by linking one to the next page (specific disease prediction history page).

Figure 18. Screenshot of Specific Disease Prediction History Page

Figure 18 displays the user interface of specific disease prediction history page. After selecting a particular record and clicking on view button on the previous page (disease prediction history page), user will be linked to this page by matching the diagnosis ID of the selected record. Through this page, user can view the whole diagnosis information in detail such as user’s profile information, symptoms, prediction result, and many more. User can click on the back button to load back to the previous page.

7.3. Summary

As mentioned at the beginning of the paper, the adoption of new technology in healthcare industry is in a rising mode nowadays, and machine learning is one of these technologies. Thus, the research contribution of this paper is to propose a new prediction system with the implementation of machine learning by allowing the patient to predict the disease themselves easily based on their symptoms. Through the implemented system, it can be explained that the adoption of machine learning in the healthcare industry is able to automate the manual doctor consultation process and eventually solve the issues mentioned previously. Other than that, since there is lack of a complete system being found throughout the research process, therefore it is believed that the proposed system can act as a testing tool for the clinical industry to diagnose the patient’s disease as the researcher has displayed a more complete disease prediction system for the user to try out compared to the other existing researches which only focus on the machine learning part by testing out the accuracy of machine learning model instead of implementing a complete user interface and allowing the user to try it out by themselves.
8. CONCLUSION AND FUTURE WORKS

The proposed system is successfully completed by reaching all the project objectives. Investigation of similar systems has been carried out to find out the problems of these similar systems. Throughout the investigation, one of the problems found is that there is lack of a complete system implemented with the data mining techniques together; meaning there are only data mining techniques being trained and tested with its accuracy without the implementation of a real system, which is not able to be used by the users. Thus, the proposed system is here to enhance the problem with an implementation of a front-end and back-end system allowing users to use by having a proper user interface.

As mentioned above, supervised learning has been used for the prediction part of this project. After training and testing out the three chosen machine learning algorithms, it can be known that support vector machine algorithm performs the best by giving 100% accuracy, while decision tree algorithm performs the worst among the three, by giving 74.80% accuracy. Thus, support vector machine is being selected and used for the disease prediction process.

Overall by having the system implemented, the research problems mentioned above can be solved gradually. The spending on manual doctor consultation can be saved as patients can use the system to predict disease and to see whether it is necessary to consult the doctor manually at a physical clinic or hospital. Also, the implementation of machine learning within the system can help the users to know the predicted disease within a short period of time and thus the rural residents can take advantage on the system as they do not need to spend time and effort in getting transportation service just to access to medication service which may be located far from home. At the same time, the system can help to increase health awareness for those who are busy with their work and have no time to consult doctor, as patients can use the system anytime to check and aware of their health condition even if they are busy.

As a whole, the system increases the chance of accessing healthcare service by patients as the system is able to give them a lot of conveniences which the issues brought up in the introduction section can all be solved. Moreover, patients do not need to have any experiences before starting to use the system as this system is designed for those who fall under novice users.

It is expected that the system being implemented can provide a significant contribution to the healthcare industry as a more complete functional prediction system has been implemented compared to the existing one which only focuses on the testing of machine learning model, and thus provides the healthcare industry as one of the options in testing the feasibility of the system in the industry.

For future enhancement, few functionalities can be added or improved. From the tester’s feedback, the system can be improved by transforming the system from desktop application to mobile application. Also, more datasets will be retrieved by spending much more time in dataset searching process, allowing the researcher to have more options during the selection of the dataset.
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