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ABSTRACT 
 
Medan is the capital of North Sumatra and one of the major cities in Indonesia. In this city there are several 
tourist destinations that can be visited by the people. When visitors want to travel by visiting several 
destinations, it will be difficult for visitors to determine the shortest route that can be traversed. And to find 
out the shortest travel route, a system is required to find the shortest route that visitors can travel through. In 
this study developed a route search system for the nearest tourist trip to Medan. In this system there is a menu 
to find routes by providing several tourist destinations in Medan. And in support of the shortest route search 
process on this system used the Steep Ascent Hill-Climbing algorithm and the Best First Search algorithm. 
The comparison process will then be carried out between the two algorithms, both from running time and the 
distance weight generated by the algorithm used. After both algorithms are implemented into the system and 
tested both algorithms, then obtained the complexity of the Steepest Ascent Hill Climbing algorithm is θ (n5), 
and the running time value is 59.3856 ms. On the contrary, obtained the Best First θ (n3) algorithm, and the 
running time value is 54.6669 ms. And from the testing of both algorithms, it can be concluded that the search 
using the Best First Search algorithm produces a better running time value than the Steepest Ascent Hill 
Climbing algorithm. 
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1. INTRODUCTION  
 
 Medan is one of the major cities in North 
Sumatra and is one of Indonesia's major cities. In the 
city, several tourist attractions can be visited, and 
visitors usually take a tour to visit several tourist 
destinations. Due to the many tourist destinations 
that you want to visit will make it difficult for 
visitors to determine the route you want to pass to 
save time in making your tour. To make it easier for 
visitors to travel, it requires a system to determine 
the shortest route that connects several tourist 
destinations that you want to visit. 
 Traveling Salesman Problem is one method to 
solve problems in finding the shortest route or 
minimum distance for visitors from the starting point 
to another point and right back to the initial departure 
point. The Traveling Salesman problem is applied 
using weighted graphs where the weight is the 
distance between one point and another. In 
determining the shortest route, we need an algorithm 
in other research to mention that as an intelligent 

search optimization technique, a genetic algorithm 
has some internal weaknesses such as premature 
convergence and low computation efficiency [13]. 
Therefore this research explores another heuristic 
method, the Steepest Ascent Hill Climbing 
Algorithm, and the Best First Search Algorithm, to 
solve the TSP problem. 
 The Best First Search algorithm in finding the 
best route begins by representing the problem in the 
form of a complete graph, then looking for each 
node's value to another node. If the best node is 
found, it is used as the current state to be re-selected 
until all points are visited. After all, vertices have 
passed, they must return to the initial node. 
 The Steepest Ascent Hill Climbing algorithm in 
finding the shortest route compares the heuristic 
values of all trajectories and chooses the smallest 
heuristic value to be used as a new state. Then the 
new state is re-evaluated until the best route is 
obtained.  
 From the background that has been explained, 
the writer wants to compare the two algorithms by 
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taking a research topic entitled "Comparative 
Analysis of the Steepest Ascent Hill Climbing 
Algorithm and the Best First Search Algorithm in 
Determining the Shortest Route for Medan 
Tourism." 
 
2. GRAPH 
 
 A graph is a pair (𝑉, 𝐸), where 𝑉 is a set of 
vertices, and 𝐸 is a set of edges. The Graph can be 
interpreted as a collection of points connected by 
lines or, in other words, each side on E connects two 
points from V[6]. The following are some types of 
graphs.  

a. Simple Graf 
A simple Graph is a graph that does not 
have a direction and a double edge and a 
ring (loop). 

b. Not a Simple Graph 
Not a Simple Graph is a graph that has two 
directions and a loop. 

c. Directed Graph 
Directional graphs are graphs in which each 
side only has a direction and does not have 
two opposite sides. 

d. Non-directed Graph 
A non-directed Graph is a graph that has no 
direction on each side. 
 

3. TRAVELLING SALESMAN PROBLEM 
 
 The Traveling Salesman Problem problem is 
when Salesmen, when traveling, must stop in all 
cities, and the Salesman can only visit the same city 
exactly once [2]. And the journey of a salesman must 
end right in the city of departure[8]. The aim is to 
obtain the route of travel with the minimum distance 
and cost [7]. 
 In brief, the characteristics of the Traveling 
Salesman Problem are as follows [5]: 

 The journey begins and ends in the same 
city 

 each city can only be visited once 
 The trip is complete when all cities have 

been visited 
The example of the Traveling Salesman Problem and 
the shortest route from all points through the A-B-D-
F-E-C-A route weights 29. 

     

 
Figure 1. Example Of Travelling Salesman Problem 

 
4. STEEPEST ASCENT HILL CLIMBING 

ALGORITHM 
 
Steepest Ascent Hill Climbing is an algorithm 
method that is widely used for optimization 
problems. One application is to find the shortest 
route by minimizing the value of the existing 
optimization function [3]. 
 The Steepest Ascent Hill Climbing method 
when determining the next state is to compare the 
value of the current state with the successors 
connected to it so that the next state is the successor 
that is the best or most close to the goal [3].  
 The workings of the Steepest Ascent Hill Climbing 
algorithm are as follows, do these steps until you get 
a goal state or until there are no more operators 
(states) that you want to use [12]:   

1. Select a free operator to use as the current 
state. Make this operator search for a new 
state. 

2. Evaluate the current state and get all 
successors to be made as to the next state. 
Then evaluate each successor and rate it. 

3. If there is one successor that is found to 
have the best value of the current stat, then 
use the successor to be the new current 
state. Perform operations 1 to 3 until the 
current state is found to be the same as the 
goal state. 
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 The following is an example of the application 
of Steepest Ascent Hill Climbing to the Traveling 
Salesman Problem. 

 
Figure 2. Illustration Of The Problem 

 
 From the example of the problem obtained, the 
search process results by using the Steepest Ascent 
Hill Climbing algorithm. The free participant used as 
a current state is ABCDA, with a weight of 26. 

 
Figure 3. Steepest Ascent Hill Climbing Algorithm 

Searching Process 
 

 Iteration 1 
Each successor was evaluated, and the 
ACBDA successor was better than ABCDA 
(current state). ACBDA is made the current 
state for the next iteration with a weight of 19. 

 Iteration 2 
Every successor is evaluated, and the same 
ADBCA successor is obtained with ACBDA 
(current state). ADBCA is made the current 
state for the next iteration with a weight of 19. 
Whereas the previous successor obtained was 
not evaluated anymore. 

 Iteration 3 
An evaluation was performed on each 
successor, not finding the best value from 
ADBCA (current state). Then the ADBCA 
route is the optimum solution for this 
example with a weight of 19. Whereas the 

previous successor that was obtained was no 
longer evaluated. 

 
5. BEST FIRST SEARCH ALGORITHM 
 
 The Best First Search algorithm is assumed in 
the Process of finding the closest route, where the 
best value is a value that is more minimum than the 
results of comparison with other values [4]. After the 
point that has the best value is found and is not a goal 
state, checking is carried out at the next point at the 
same depth to obtain the best value. Then the point 
is opened and checked if it is the goal stat. If the goal 
state has not been received, do the same Process at 
the next point [6].  
 To implement this algorithm, two indexes are 
needed, OPEN and CLOSE. Where the OPEN index 
is functioning to accommodate points that have not 
been evaluated, and the CLOSE index serves to 
accommodate points that have been compared. The 
workings of the Best First Search algorithm are as 
follows [6].  

1. Determine the starting point and place it in 
the OPEN queue. 

2. Repeat until the goal state is obtained or 
until the OPEN queue is empty.  
i. Choose the best point from inside 

OPEN.  
ii. If that point is the same as the goal state, 

the Process stops. If not, enter that point 
in the CLOSE queue. 

3. Generate point 3 For each work point: 
i. If that point has never been raised, then 

evaluate that point and enter OPEN.  
ii. If the point has been raised previously, 

change the path to a new route that is 
better than the previous way. Remove 
that point from the OPEN queue. 

 The following is an example of the application 
of Best First Search to the Traveling Salesman 
Problem. 

 
Figure 4. Illustration Of The Problem 

 
 The example questions obtained the search 
process results by using the Best First Search 
algorithm, where the starting point of the journey 
starts from point A. 
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Figure 5. Best First Search Algorithm Searching Process 
 

 
 Iteration 1  

 The initial state A is entered into the OPEN 
queue and is made the best node because 
only point A is in the OPEN queue, and then 
it is moved to the CLOSE queue. Then all 
successors are raised, namely B, C, and D. 
Then, it produces the OPEN queue = [B, C, 
D] and the CLOSE queue = [A]. The 
selection process is carried out, and the best 
point is C = 3 and selected as the best node. 
Then C is moved to the CLOSE queue, and 
an A-C path is obtained. Then the queue 
CLOSE = [A, C] is obtained and the OPEN 
queue = [B, D]. 

 Iteration 2  
 Then a new CLOSE queue is obtained, 

point C, then the successor is raised, then B 
and D. The selection process is carried out, 
and the best point is B = 5 and selected as 
the best node. Then B is moved to the 
CLOSE queue, and route A-C-B is 
obtained. Then obtained CLOSE = [A, C, 
B] and in the OPEN queue = [D]. 

 Iteration 3  
 A new value is obtained from the CLOSE 

queue, which is point B, then the successor 
is raised, then obtained is D. Because D is 
the only OPEN queue, D = 6 is chosen as 
the best node. From this step, the queue 
OPEN = [] and the queue CLOSE = [A, C, 
B, D] are obtained. The iteration process 
will stop because all points in the OPEN 
queue have been visited, and the OPEN 

queue has been empty. Because the trip 
must end at the initial point, the search tree 
uses the Best First Search algorithm to get 
the best route is the point A-C-B-D-A, with 
a weight of 3 + 5 + 4 + 7 = 19. 

 
 
6.  ALGORITHM COMPLEXITY 
 An algorithm is not only judged to be accurate 
but also felt by its level of efficiency. An algorithm's 
efficiency is measured by how much time and 
memory space is needed to run the algorithm [11]. 
An efficient algorithm is an algorithm that 
minimizes the need for time and space and the 
memory used [10]. Asymptotic notation states the 
complexity of an algorithm and is divided into three, 
namely: 

1. Big-O (O) 
2. Big Theta (Ɵ) 
3. Big Omega (Ω) 

 
7. ISHIKAWA DIAGRAM 
 
 The problem in this study is how one can 
determine the shortest route for a tour in the city of 
Medan. As for identifying the problem, and Ishikawa 
Diagram is needed. Ishikawa diagram is a diagram 
that shows the specific cause and effect of a problem. 
Using this diagram, we can identify and describe an 
issue along with the cause and effect of the problem. 
 

. 
Figure 6. Ishikawa Diagram 

 
8. GENERAL ARCHITECTURE 
 
 General architecture represents a system that 
describes the Process, flow, and interaction between 
components in order. 
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Figure 7. General Architecture 

 
1. start the program implementation  
2. the user enters the destination point that you 

want to visit 
3.  the user selects one of the algorithms   
4. the system displays the best route that can 

be passed by the user 
 

 
9. FLOWCHART 
 

1. System Flowchart 
 

 
Figure 8. Flowchart of the System 

 
2. Steepest Ascent Hill Climbing Flowchart 

 

 
Figure 9. Flowchart of Steepest Ascent Hill 

Climbing 
 

 
3. Best First Search Flowchart 

 

 
Figure 10. Flowchart of Best First Search 
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10. PROCESS PAGE 
 
 Display Page Process is a page that functions 
as a place for users to search for input tour routes. In 
the Process, the Pages section contains a list of 
tourist destinations that can be visited in accordance 
with the user's choice [1]. After the user chooses the 
goal he wants to visit, then the user selects one of the 
two algorithm keys provided. After the algorithm is 
selected, the system will display the best route, 
mileage, and running time algorithm used. The 
process page display can be seen in the following 
picture. 

 
Figure 11. The Application 

 

 
11. TEST RESULTS AND COMPARISON OF 

STEEPEST ASCENT HILL CLIMBING 
ALGORITHM AND BEST FIRST SEARCH 
ALGORITHM 
 

Table 1. The Comparison Result 
 

 
  
 After the testing process, a graph that displays 
the running time algorithm comparison to the 
number of destinations chosen by the user, the 
running time comparison graph of the two 
algorithms is presented in the picture.  
 

i. Running time comparison to the number of 
destinations. 

 
ii. Comparison of distance weights to the 

number of destinations 
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Figure 12. The Comparison Chart 
 

12. STEEPEST ASCENT HILL CLIMBING 
ALGORITHM COMPLEXITY 

 

 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 From the calculation of the complexity of the 
Steepest Ascent Hill Climbing algorithm in the table, 
the value of T (n) is obtained as follows: 
 

T (n) =  2C1 + 10C2 + C3  + C4  + 2nC5 + 
nC4 + nC3 + C6 + C7  +  2C8  + 
2nC9 + 2n 2C9  + 2n 3C9 + n2C8 + 
C10 + C11 + C12 + C13 +  C14 + nC12 + 
nC14 + nC15 + 3n4C5 + 2n4C16 + 2n3C16 
+ n3C17 +  n4C17 + 2n3C10 +  n3C18 + 
n3C19 + 4n4C9 + 4n5C5 + 6n5C2 + 5n4C8 
+  4n4C2 + 2n5C19 + 2n3C11 + n3C2 + 

n3C20 + 3n3C7 + n3C21 + n4C21 + 
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 n3C22 + n5C22 + n5C9 + 2n5C23 + 
2n5C11 + 2n5C24 + 2n5C10 + n3C25+ 
 2n4C12 + 2n4C25 + n4C26 + n3C15  

T (n) = (2C1 + 10C2 + C3  + C4  + C6 + 
C7  +2C8  +  C10 + C11 + C12 +  C13 
+ C14  + C22 + C25)  n 0+ (C3  + C4 + 
2C5 + +C8 + 2C9 + C12 + C14 + 
C15)  n 1  + (2C9)  n 2  + (3C7 + 2C9 + 
2C10 + 2C11 +   C15 + 2C16 + C17 + 
C18 + C19 + C20 + C21+ C22 )  n 3  + (4C2 
+ 3C5 + 5C8 + 4C9 + 2C12 + 2C16 + C17 
+  C21 + C24 + 2C25)  n 4  + (7C2 + 4C5 
+  C9 + 2C11 + 2C10 + 2C19 + C22 + 2C23 
+ 2C24 )  n5  

T (n) = 𝜃 (n5) 
 

In the calculation of complexity based on the 
table, the Steepest Ascent Hill Climbing algorithm 
complexity value is 𝜃(n5). 
 
13. BEST FIRST SEARCH ALGORITHM 

COMPLEXITY 
 

 

 
 
 From the calculation of the complexity of the 
Best First Search algorithm in the table, the value of 
T (n) is obtained as follows:  

T (n) =  2C1 + 10C2 + C3  + C4  + 2nC5 + 
nC4 + nC3 + 2C6 + C7 +  C8  
+ nC7 + nC8 + 3nC9 + 2nC1 0  + 
3nC1 1  + C1 2  + n 2C5 +  n 2C7  + 
2n 3C1 1  + 2n3C2  +  3n 3C1 2  + 
n 2C1 1  + n3C1 3  + n 3C1 4   + n 3C7 
+ nC2 + C1 5  + 2nC1 5  + C1 6  + 
nC1 6  

T (n) = (2C1 + 10C2 + C3  + C4  + C6  + 
C7  + C8 + C1 2  + C1 5  +  C1 6)  n 0  
+ (2C5 + C4 + C3  + C7 + C8 + 
2C1 0  + 3C1 1  + C5 + C2 + C9 + 
C1 0  + 2C1 5  + C1 6)  n 1  + (C5  + C7 
+ C1 1)  n 2  +   (3C9 + 2C1 1  + 
2C2 + 3C1 2  + C1 3  + C1 4  + 2C7)  
n 3  

T (n) = 𝜃 (n3) 
 

 In the calculation of complexity based on the 
table, the complexity of the Best First Search 
algorithm is 𝜃(n3). 
14. CONCLUSION 
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 This system can be used in finding the 
shortest route for travel in the city of Medan by using 
the Steepest Ascent Hill-Climbing algorithm and the 
Best first search algorithm. From the calculation of 
the complexity of the Steepest Ascent Hill Climbing 
algorithm, the complexity value θ (n5) is obtained. 
For the Best First algorithm, the complexity value θ 
(n3) is obtained. From the results of the Steepest 
Ascent Hill Climbing Algorithm got the average 
value of running time 59.3856 ms, whereas the Best 
First Search algorithm received an average running 
time value of 54.6669 ms. Based on the results of 
testing the two algorithms, it is known that the 
running time value of the Best first search algorithm 
is faster than the amount of the running time of the 
Steepest Ascent Hill Climbing algorithm. The Best 
First Search algorithm produces better distance 
weights than the Steepest Ascent Hill Climbing 
algorithm for some cases based on the chosen tourist 
destination. The number of tourist destinations 
visited in the system influences the running time 
value of the two algorithms used. The more number 
of tourist destinations you want to visit, the greater 
the chosen algorithm's running time value. 
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