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ABSTRACT

Medan is the capital of North Sumatra and one of the major cities in Indonesia. In this city there are several
tourist destinations that can be visited by the people. When visitors want to travel by visiting several
destinations, it will be difficult for visitors to determine the shortest route that can be traversed. And to find
out the shortest travel route, a system is required to find the shortest route that visitors can travel through. In
this study developed a route search system for the nearest tourist trip to Medan. In this system there is a menu
to find routes by providing several tourist destinations in Medan. And in support of the shortest route search
process on this system used the Steep Ascent Hill-Climbing algorithm and the Best First Search algorithm.
The comparison process will then be carried out between the two algorithms, both from running time and the
distance weight generated by the algorithm used. After both algorithms are implemented into the system and
tested both algorithms, then obtained the complexity of the Steepest Ascent Hill Climbing algorithm is 0 (n®),
and the running time value is 59.3856 ms. On the contrary, obtained the Best First 0 (n®) algorithm, and the
running time value is 54.6669 ms. And from the testing of both algorithms, it can be concluded that the search
using the Best First Search algorithm produces a better running time value than the Steepest Ascent Hill

Climbing algorithm.
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1. INTRODUCTION

Medan is one of the major cities in North
Sumatra and is one of Indonesia's major cities. In the
city, several tourist attractions can be visited, and
visitors usually take a tour to visit several tourist
destinations. Due to the many tourist destinations
that you want to visit will make it difficult for
visitors to determine the route you want to pass to
save time in making your tour. To make it easier for
visitors to travel, it requires a system to determine
the shortest route that connects several tourist
destinations that you want to visit.

Traveling Salesman Problem is one method to
solve problems in finding the shortest route or
minimum distance for visitors from the starting point
to another point and right back to the initial departure
point. The Traveling Salesman problem is applied
using weighted graphs where the weight is the
distance between one point and another. In
determining the shortest route, we need an algorithm
in other research to mention that as an intelligent

search optimization technique, a genetic algorithm
has some internal weaknesses such as premature
convergence and low computation efficiency [13].
Therefore this research explores another heuristic
method, the Steepest Ascent Hill Climbing
Algorithm, and the Best First Search Algorithm, to
solve the TSP problem.

The Best First Search algorithm in finding the
best route begins by representing the problem in the
form of a complete graph, then looking for each
node's value to another node. If the best node is
found, it is used as the current state to be re-selected
until all points are visited. After all, vertices have
passed, they must return to the initial node.

The Steepest Ascent Hill Climbing algorithm in
finding the shortest route compares the heuristic
values of all trajectories and chooses the smallest
heuristic value to be used as a new state. Then the
new state is re-evaluated until the best route is
obtained.

From the background that has been explained,
the writer wants to compare the two algorithms by
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taking a research topic entitled "Comparative
Analysis of the Steepest Ascent Hill Climbing
Algorithm and the Best First Search Algorithm in
Determining the Shortest Route for Medan
Tourism."

2. GRAPH

A graph is a pair (V, E), where V is a set of
vertices, and E is a set of edges. The Graph can be
interpreted as a collection of points connected by
lines or, in other words, each side on E connects two
points from V[6]. The following are some types of
graphs.
a. Simple Graf
A simple Graph is a graph that does not
have a direction and a double edge and a
ring (loop).

b. Not a Simple Graph
Not a Simple Graph is a graph that has two
directions and a loop.

c. Directed Graph

Directional graphs are graphs in which each
side only has a direction and does not have
two opposite sides.

d. Non-directed Graph

A non-directed Graph is a graph that has no
direction on each side.

3. TRAVELLING SALESMAN PROBLEM

The Traveling Salesman Problem problem is
when Salesmen, when traveling, must stop in all
cities, and the Salesman can only visit the same city
exactly once [2]. And the journey of a salesman must
end right in the city of departure[8]. The aim is to
obtain the route of travel with the minimum distance
and cost [7].

In brief, the characteristics of the Traveling
Salesman Problem are as follows [5]:

e The journey begins and ends in the same
city
e cach city can only be visited once
e The trip is complete when all cities have
been visited
The example of the Traveling Salesman Problem and
the shortest route from all points through the A-B-D-
F-E-C-A route weights 29.

Figure 1. Example Of Travelling Salesman Problem

4. STEEPEST ASCENT HILL CLIMBING
ALGORITHM

Steepest Ascent Hill Climbing is an algorithm
method that is widely used for optimization
problems. One application is to find the shortest
route by minimizing the value of the existing
optimization function [3].

The Steepest Ascent Hill Climbing method
when determining the next state is to compare the
value of the current state with the successors
connected to it so that the next state is the successor
that is the best or most close to the goal [3].

The workings of the Steepest Ascent Hill Climbing
algorithm are as follows, do these steps until you get
a goal state or until there are no more operators
(states) that you want to use [12]:

1. Select a free operator to use as the current
state. Make this operator search for a new
state.

2. Evaluate the current state and get all
successors to be made as to the next state.
Then evaluate each successor and rate it.

3. If there is one successor that is found to
have the best value of the current stat, then
use the successor to be the new current
state. Perform operations 1 to 3 until the
current state is found to be the same as the
goal state.
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The following is an example of the application
of Steepest Ascent Hill Climbing to the Traveling
Salesman Problem.

Figure 2. Illustration Of The Problem

From the example of the problem obtained, the
search process results by using the Steepest Ascent
Hill Climbing algorithm. The free participant used as
a current state is ABCDA, with a weight of 26.

ABCDA %
.
ACEDA 19 ADCBA % ABDCA a
% ADBCA 19 ACDBA y
/ \
ABDCA 2 LA A 19 ADCBA %

Figure 3. Steepest Ascent Hill Climbing Algorithm
Searching Process

e [teration 1
Each successor was evaluated, and the
ACBDA successor was better than ABCDA
(current state). ACBDA is made the current
state for the next iteration with a weight of 19.

e [teration 2
Every successor is evaluated, and the same
ADBCA successor is obtained with ACBDA
(current state). ADBCA is made the current
state for the next iteration with a weight of 19.
Whereas the previous successor obtained was
not evaluated anymore.

e [teration 3
An evaluation was performed on each
successor, not finding the best value from
ADBCA (current state). Then the ADBCA
route is the optimum solution for this
example with a weight of 19. Whereas the

previous successor that was obtained was no
longer evaluated.

5. BEST FIRST SEARCH ALGORITHM

The Best First Search algorithm is assumed in
the Process of finding the closest route, where the
best value is a value that is more minimum than the
results of comparison with other values [4]. After the
point that has the best value is found and is not a goal
state, checking is carried out at the next point at the
same depth to obtain the best value. Then the point
is opened and checked if it is the goal stat. If the goal
state has not been received, do the same Process at
the next point [6].

To implement this algorithm, two indexes are
needed, OPEN and CLOSE. Where the OPEN index
is functioning to accommodate points that have not
been evaluated, and the CLOSE index serves to
accommodate points that have been compared. The
workings of the Best First Search algorithm are as
follows [6].

1. Determine the starting point and place it in

the OPEN queue.

2. Repeat until the goal state is obtained or
until the OPEN queue is empty.

i. Choose the best point from inside
OPEN.

ii. Ifthat point is the same as the goal state,
the Process stops. If not, enter that point
in the CLOSE queue.

3. Generate point 3 For each work point:

i. If that point has never been raised, then
evaluate that point and enter OPEN.

ii. If the point has been raised previously,
change the path to a new route that is
better than the previous way. Remove
that point from the OPEN queue.

The following is an example of the application
of Best First Search to the Traveling Salesman
Problem.

Figure 4. Illustration Of The Problem

The example questions obtained the search
process results by using the Best First Search
algorithm, where the starting point of the journey
starts from point A.

3069



Journal of Theoretical and Applied Information Technology

15" October 2020. Vol.98. No 19

o2
© 2005 — ongoing JATIT & LLS ‘ 7

lal

ISSN: 1992-8645 www.jatit.org

E-ISSN: 1817-3195

Figure 5. Best First Search Algorithm Searching Process

e lteration 1
The initial state A is entered into the OPEN
queue and is made the best node because
only point A is in the OPEN queue, and then
it is moved to the CLOSE queue. Then all
successors are raised, namely B, C, and D.
Then, it produces the OPEN queue = [B, C,
D] and the CLOSE queue = [A]. The
selection process is carried out, and the best
point is C = 3 and selected as the best node.
Then C is moved to the CLOSE queue, and
an A-C path is obtained. Then the queue
CLOSE =[A, C] is obtained and the OPEN
queue = [B, D].

e |teration 2
Then a new CLOSE queue is obtained,
point C, then the successor is raised, then B
and D. The selection process is carried out,
and the best point is B = 5 and selected as
the best node. Then B is moved to the
CLOSE queue, and route A-C-B is
obtained. Then obtained CLOSE = [A, C,
B] and in the OPEN queue = [D].

e [teration 3
A new value is obtained from the CLOSE
queue, which is point B, then the successor
is raised, then obtained is D. Because D is
the only OPEN queue, D = 6 is chosen as
the best node. From this step, the queue
OPEN =[] and the queue CLOSE = [A, C,
B, D] are obtained. The iteration process
will stop because all points in the OPEN
queue have been visited, and the OPEN

queue has been empty. Because the trip
must end at the initial point, the search tree
uses the Best First Search algorithm to get
the best route is the point A-C-B-D-A, with
aweightof 3+5+4+7=19.

6. ALGORITHM COMPLEXITY

An algorithm is not only judged to be accurate
but also felt by its level of efficiency. An algorithm's
efficiency is measured by how much time and
memory space is needed to run the algorithm [11].
An efficient algorithm is an algorithm that
minimizes the need for time and space and the
memory used [10]. Asymptotic notation states the
complexity of an algorithm and is divided into three,
namely:

1. Big-O (0)

2. Big Theta (©)

3. Big Omega (Q2)

7. ISHIKAWA DIAGRAM

The problem in this study is how one can
determine the shortest route for a tour in the city of
Medan. As for identifying the problem, and Ishikawa
Diagram is needed. Ishikawa diagram is a diagram
that shows the specific cause and effect of a problem.
Using this diagram, we can identify and describe an
issue along with the cause and effect of the problem.

Method Human

Visitors do not know 5
travel route

The determination of the route
sofaris still depends on >

experience previous tip

Tourist itineraries
the city of Medan which
less optimum

Unknown comparison
between the Best First Algorithm
Search and Steepest Algorithm

Ascent Hill Climbing

IToo many choices route
that can be traversed

Material System

Figure 6. Ishikawa Diagram
8. GENERAL ARCHITECTURE
General architecture represents a system that

describes the Process, flow, and interaction between
components in order.
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Figure 7. General Architecture

start the program implementation

the user enters the destination point that you
want to visit

3. the user selects one of the algorithms

4. the system displays the best route that can
be passed by the user
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9. FLOWCHART

1. System Flowchart
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2. Steepest Ascent Hill Climbing Flowchart
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Figure 9. Flowchart of Steepest Ascent Hill
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3. Best First Search Flowchart
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Figure 10. Flowchart of Best First Search
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Figure 11. The Application

11. TEST RESULTS AND COMPARISON OF
STEEPEST ASCENT HILL CLIMBING
ALGORITHM AND BEST FIRST SEARCH
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2 Destinations “—17‘15526&?055
Table 1. The Comparison Result Loestination: [N 12359 |

20 40 60 80 100 120 140
Running Times

]

ii.  Comparison of distance weights to the
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+3Cs+5Cs+4Co+2Ci2+2Ci6+ Cy7 T (Tormi =0 < Lme 1T T [ = [Tl
+ Cy1 + Caa +2Cas) n* + (7C, +4Cs 37 [ eefi= ceef = 1D 1 T [ & | rol
+ Co+2C11 +2C10+2C19+ Cpp +2Cr3 3T | fnftemp = coaj. T3 | = [7C13
+2Cxu) n’ 35 [ cosf]=cos[ = 1T, Tz | © [FCl2
Tn)= 6 (n5) 30 | cosfj - 1]=temp; Clz | o [rClZ
31 [ imttempl=rgufl]; Cld | = | FCI3
In the calculation of complexity based on the 41 | tujulj]=tjulj = 1] CT | o | wl7
table, the Steepest Ascent Hill Climbing algorithm 43 | twup+ 1= temp2 31} ==t
complexity value is 8(n’). 44 | M (emuang = g Length - 1) s
43 | tujas[zzmang] = tujul]; co n | nCE
44 | zmmanz-——; }} Cl0 | o | oCID
13. BEST FIRST SEARCH ALGORITHM S [ e e = -
in 2zult = mew intfngju.Langth]; 5 | o [ =CI13
COMPLEXITY 38 [for(mfi=1, 1= toju.Laneth, i—) | CII | o | oCll
- - - - SN 90 | Bnalreeult] = nge=i- 17, T Cl5 | o | oCls
Mo FOSram 8 E] _ I - -
T | Lizt<int> pilian = mew List<imi=() T1 T T1 30 | fpalrsulil0]=0; L rpens
| T ARKDE e 3T | int0amyt=mp = mew miree Langte - 1, Cl6 | 1| CIf
T | [cedBox] Checkad) Tz | 1| o2 31 | for{imti=1;i< ngju Langhy; i) { CIL | = | 2CI1
pilihan2. Add{1); 53 | armytempli - 1]= finalrasult[i]; } Cl6 | n | oC16
4 | if (checkBoxl Chackad) C2 1 [se]
pilikan? AdH2);
T | i (heaE oS Chacksd) [ B . .
piliban? AGG); From the calculation of the complexity of the
& | i (hecBoxs Chackad) [ B . . .
ey Best Elrst Sqarch algorithm in the table, the value of
T [ GeaE e Chead) TI [ 1| 2 T (n) is obtained as follows:
piliheam2 Add{5); _
T | i [checkB ot Chackad) Tz [ 1| &2 Tm)= 2C; +10C; + C3 + C4+ 2nCs +
_ pilihan? AGHE) nCys + nCs; + 2C6 + C7 + Cs
T[T — = +nC; + nCy + 3nCy + 2nC1 +
10 | # (checiBont. Chackad) TI [ 1| 2 3nC;; + Ci» + n2Cs + n2Cy; +
pilikan? AHE)
1T | (b ox?. Chackad) L] T [ 2r13Cll + 2n3C2 + 3II3C12 +
T 'lixﬁrTﬁizf? T T © n’Ci + n°Cis + n°Ciy + 0°Cy
2 | if {chediBoxl{. Chadiad, 2 2
pilikam?. AAH10]; + nC, + Ci5 + 2nCys + Ci¢ +
13 | imtpilih=10; C3 1 C3 nC]6
15 | intl] o& = new i tpiliEm?. Comt, s [T o= |l T@m)= (2C, + 10C; + Cs + Cy + Cg +
15 | foreach (int bahs in piliGeanz)] T: [ o | ot Cot Cot Coat Criet C 0
16 | tEEbE = b TT | = | =c2 7 8 12 15 16) N
T7 [l T3 [ = | oS + (2Cs + C4 + C3 + C7 + Cs +
T8 | Emeibeosy, T [T | °F 2Ci0+ 3C1; + Cs + Co, + Co +
15 | void Eonz=ibi(Em ] use] TE [ T | ¢ Cio+2Cyis+ Cig) n! + (Cs + C4
J-il miit]t::m'mf[ﬂ;u;lrﬂ;!ﬂi]; Eg i Eg + Cll) n2 + (3C9 + 2C11 +
2 imtmlsrz =0
22 | foreach {mtml in fujuss) { C3 o nC3 23(:2 + 3C12 + Cl3 + Cl4 + 2C7)
5 (o= [ e n
P T TE [ & | =8 Tm)= 6 @)

In the calculation of complexity based on the
table, the complexity of the Best First Search
algorithm is 8(n?).

14. CONCLUSION
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This system can be used in finding the
shortest route for travel in the city of Medan by using
the Steepest Ascent Hill-Climbing algorithm and the
Best first search algorithm. From the calculation of
the complexity of the Steepest Ascent Hill Climbing
algorithm, the complexity value 0 (n’) is obtained.
For the Best First algorithm, the complexity value 6
(n®) is obtained. From the results of the Steepest
Ascent Hill Climbing Algorithm got the average
value of running time 59.3856 ms, whereas the Best
First Search algorithm received an average running
time value of 54.6669 ms. Based on the results of
testing the two algorithms, it is known that the
running time value of the Best first search algorithm
is faster than the amount of the running time of the
Steepest Ascent Hill Climbing algorithm. The Best
First Search algorithm produces better distance
weights than the Steepest Ascent Hill Climbing
algorithm for some cases based on the chosen tourist
destination. The number of tourist destinations
visited in the system influences the running time
value of the two algorithms used. The more number
of tourist destinations you want to visit, the greater
the chosen algorithm's running time value.
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