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ABSTRACT 
 

Text is one of the useful knowledge sources of a human. Each element in a text has to be analyzed to 
identify the piece of information and knowledge. EDU is important for NLP applications that need a 
smaller unit to process rather than a sentence such as text summarization, information extraction, and 
question answering. Therefore, EDU can be more appropriated than a sentence to extract knowledge and 
information from the text. This paper presents a pipeline of the process for Thai EDU segmentation from 
word segmentation to EDU segmentation. The shallow parser is applied to chunk a non-recursive phrase in 
a text to reveal partial syntactic information for EDU segmentation. And then, syntactic information is 
utilized to identify and reconstruct the EDU segmentation in text. From the experiment, the results show 
that the precision, recall, and F1 score are 0.88865, 0.91577, and 0.90200 respectively.   

Keywords: Word Segmentation, EDU Segmentation, Conditional Random Field, Shallow Parser, Natural 
Language Processing 

 
1. INTRODUCTION  

Text is a very interesting source of human 
knowledge. The research areas in Information 
Extraction (IE), Knowledge Extraction (KE), and 
Question Answering System (QAS) need text 
processing to identify the interesting information or 
construct a knowledge-based. Natural Language 
Processing (NLP) tasks are the essential task to 
achieve that purpose, especially in Thai text [1, 2]. 

Word segmentation and sentence boundary 
are an important process for Thai NLP tasks. There 
are some characteristics in Thai text that makes it a 
complicated text to be analyzed. In Thai text, there 
are no space and punctuation to indicate the 
boundary of word and sentence. Moreover, the Thai 
word can have more than one meaning depending 

on its function or context. For example "กาํลงั" can 

mean "power" if its function is a noun and can be "-
ing" if its function is an auxiliary verb. 

Furthermore, this word can be segmented into 2 

words "กาํ (grasp)" and "ลงั (box)". Therefore, the 

precision of word segmentation is a crucial factor 
for Thai NLP tasks. Thai sentence segmentation is 
also a complicated process. The sentences can be 
written continuously in a paragraph without any 
punctuation or marker to separate each sentence. In 
some writing styles, space can be used to separate 
each sentence in a paragraph. However, space can 
be used in some part of a sentence such as 1) before 
and after the number 

"นกกระจอกเทศจะหนักประมาณ 160 กโิลกรมั 

(Ostrich's weight is 160 kilograms approximately)", 

2) before conjunctions "และ  (and)" "หรอื (or)", and 

3) before the repeater sign "ๆ". 

In some applications such as text 
summarization [3, 4], a sentence can be too large 
and a smaller unit is more needed to process. A 
minimal discourse unit from a discourse tree 
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structure, which is called an elementary discourse 
unit (EDU) [5, 6, 7], is more appropriate data to 
process. Some other characteristics in Thai text, 
such as the zero anaphora, can also affect the EDU 
segmentation process. Zero anaphora is the 
omission of the subject in Thai sentences. 
Furthermore, the use of zero anaphora without any 
punctuation in Thai text can cause unclear 
boundaries of sentence and EDU. Moreover, there 
is an embedded clause, which is a relative clause, in 
noun phrases that make the boundary of EDU more 
complicated.  

Syntactic information can be useful 
information to identify the boundary of EDU in a 
paragraph. However, full parsing is difficult 
without sentence breaking before. A non-recursive 
phrase in a paragraph could be easier to identify by 
a shallow parser [8]. Hence, this paper aims to use 
the syntactic information from the shallow parser to 
identify the boundary of Thai EDU in a paragraph. 
In this work, word segmentation is developed to 
identify the boundary of words in a paragraph and 
shallow parser is developed to provide the syntactic 
information for the EDU segmentation process. 
Clue word is utilized to identify the boundary of 
EDU as an explicit marker in the first step. Then, a 
syntactic pattern is applied to segment the EDU in a 
paragraph and the EDU reconstruction process 
applies rule-based to reconstruct the noun list and 
fragment EDU to improve the precision of the EDU 
segment.  

The paper is organized as follows: Section 
2 presents the related works. Section 3 discusses the 
issues in Thai EDU segmentation. Section 4 
describes the definition of Thai EDU. Section 5 
presents the methodology from word segmentation 
to EDU segmentation. Section 6 presents the 
experimental results. And Section 7 is the 
conclusion.    

2. RELATED WORKS  

In Thai text, there are some features such 
as the absence of word and unclear word/sentence 
boundaries that makes it a complicated text to be 
processed [9]. The first problem in Thai text 
analysis is how to identify the word boundary. 
There is no space or any clue to identify the 

boundary of the word in Thai sentence. Thai 
sentence boundary is also unclear to identify. Thai 
sentences can appear as a continuous character 
stream in a paragraph with no explicit marker to 
indicate the boundary of the sentence. According to 
the problem of Thai sentence boundary, Thai EDU 
segmentation is also a complicated task. This 
section describes the chronicle of the research of 
Thai word segmentation, Thai sentence boundary 
detection, and Thai EDU segmentation. 

2.1 Thai Word Segmentation 

The algorithm to segment the word in a 
sentence in the first era is done by using the 
matching algorithm by dictionary-based [10, 11]. 
However, the only use of the matching algorithm 
cannot achieve satisfactory precision because the 
boundary of the word is very complicated to be 
identified with a straight matching algorithm. 
Machine learning are algorithms that enable 
systems to automatically learn from given data and 
are used in various research fields [12, 13, 14, 15]. 
Machine learning stepped in to play an important 
role to increase the precision of the word 
segmentation process. Kawtrakul and Thumkanon 
[16] proposed the statistical approach based on the 
tri-gram Markov model [17] with the dictionary to 
find the best path of all possibility of word 
segmentation path with part of speech tagging. 
Aroonmanakun [18] proposed a syllable-based tri-
gram model and maximum collocation to solve 
word segmentation problem. Each syllable is 
merged by finding the maximum collocation 
between syllables and then construct the word. The 
Conditional Random Field (CRF) [19, 20] is 
introduced for Thai word segmentation with an 
impressive result. The possibilities of word 
segmentation are produced and then the CRF 
framework is used to select the optimal path of 
word segmentation with part of speech tagging [21, 
22]. The deep learning technique is used by 
integrating two-level backoff models and character-
level contexts to process the word segmentation and 
part of speech tagging [23]. Thai and Chinese 
languages are used in experiment and the results 
reveal that the model significantly improves the 
overall word segmentation. Nowadays, Thai word 
segmentation still is an active research area. Some 
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machine learning can perform a good result of word 
segmentation. However, the precision of word 
segmentation can affect to the next processing. The 
high precision word segmentation is needed for 
accurate Thai Language processing. 

2.2 Thai Sentence Boundary Detection 

Thai sentence segmentation is an 
important Thai NLP process. There are no 
punctuation or explicit marker to identify the 
boundary of Thai sentence. In some researches, the 
space character is an essential element that used to 
indicate the sentence breaker. However, the space 
character can be used in many places in sentences 
such as before and after number, between 
coordinated words in lists. Mittrapiyanurak and 
Sornlertlamvanich [24] used the part of speech tri-
gram model to compute the most probable sequence 
of part of speech (POS) to identify that space 
character is a breaking space. Charoenpornsawat 
and Sornlertlamvanich [25] proposed the winnow 
algorithm to solve the problem of Thai sentence 
boundary by learning words and POSs around the 
target space to disambiguate the sentence space 
breaker. After that, a maximum entropy classifier is 
applied to indicate the sentence breaking for the 
statistic machine translation (SMT) system [26]. A 
word labeling approach is introduced to identify the 
sentence boundary [27]. CRF is utilized to learn 
words and space to indicate the sentence breaking. 
The boundary detection of the Thai sentence is a 
difficult task due to the lack of punctuation and the 
informal use of space in the sentence. The 
processing of the piece of the sentence that is 
smaller than a sentence can be more useful for Thai 
NLP applications. 

2.3 Thai EDU Segmentation 

Thai EDU segmentation is needed rather 
than a sentence for some Thai NLP applications. 
Charoensuk, Sukvakree, and Kawtrakul [28] have 
an experiment on Thai EDU segmentation by using 
discourse cues and syntactic information. This work 
used correlative discourse marker, blank, and POS 
with classification rules to identify the starting and 
ending of EDU on an agriculture domain. 
Sinthupoun and Sornil [29] used a probabilistic 
approach to determine the EDU boundary and 
experiment on Thai family law corpus. Ketui, 

Theeramunkong, and Onsuwan [30, 31] developed 
a context-free grammar (CFG) rules to detect Thai 
EDU in Thai-NEST corpus. To develop an accurate 
Thai EDU segmentation, Syntactic information and 
explicit clue marker are very useful information to 
determine the boundary of Thai EDU. The EDU 
such as the noun list can be segmented to fragment 
of EDU that need more syntactic analysis to 
produce an accurate EDU segmentation.   

 

3. ISSUES IN THAI EDU SEGMENTATION  

From previous studies and our observation, 
there are some interesting issues in Thai EDU 
segmentation that we have to be concerned of. In 
general, the Thai language is a language structure of 
Subject-Verb-Object (S-V-O) likes English and 
many other languages. But some features in the 
Thai language can make a sentence more 
complicated and ambiguous. Those features are 
discussed in this section as follows: 

 Lack of Explicit EDU Boundary 
Marker: In Thai text, there is no explicit 
marker or punctuation to indicate the 
ending of sentence or EDU. Thai text can 
be seen as a stream of continuous 
characters in a paragraph without any 
space character or punctuation. In some 
writing, a space character is used to 
indicate the ending of a sentence. 
However, a space character is just an 
option and does not appear in all sentence 
ending. Moreover, a space character can 
appear in many parts of sentence for 
example before and after a number, before 

conjunctions "และ (and)" "หรอื (or)", and 

before the repeater sign " ๆ".    

 Ambiguity of Word Marker: Some 
words which are subordinate conjunction 
words can be considered to be a word 

marker to segment EDU for example "ซึŕง 

(that)", "โดย (by)", "ดงันัŖน (therefore)", 

"เพราะ (because)", "เพืŕอ (for)". However, 

some words can be more than one POS 
depending on its function and its context. 
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In this issue, the accurate word 
segmentation and POS tagging process is 
an essential component to reduce the 
ambiguity. 

 Zero Anaphora: Sentence in the Thai 
language can use a gap or omits the subject 
to refer back to the previous object. Then, 
the structure of the Thai sentence can be a 
Verb-Object (V-O) structure. 

 Sentential Noun Phrase: Some noun 
phrases in the Thai language can be 
structured similar to a sentence. A verb can 
be a part of a noun phrase that can cause 
ambiguity of sentence and noun phrase. 

For example "หอ้ง (room) นอน (sleep)" is 

meant to a bedroom. To overcome this 
issue, the accurate noun phrase chunker or 
shallow parser can be a key role to 
disambiguate sentential noun phrases and 
sentences. 

 Relative Clause in Noun Phrase: Noun 
phrase in the Thai language can be 
embedded with a relative clause. Sentence 
with a relative clause will complicate the 
task to identify the boundary of EDU. 
Syntactic information can be useful to 
indicate the boundary of a relative clause. 

 

4. DEFINITION OF THAI EDU  

EDU is the minimal discourse unit from 
discourse structure. A sentence can consist of 
several EDUs. In our work, we define our EDU as 
follows. 

 Simple EDU: EDU with a simple S-V-O 
structure. This EDU can consist of a 
subject, a verb, and an optional object. A 
preposition is possible to embed in this 
EDU structure also. 

 Zero Anaphoric EDU: EDU with the 
omission of the subject can be a V-O 
structure. Same as a simple EDU, a 
preposition can also embed in this EDU 
structure. 

 Relative Clause EDU: A relative clause, 
that is embedded in a noun phrase, is 
considered to be a separated EDU from its 
main structure. The function of a relative 
clause is a noun modification and its 
structure is similar to zero anaphoric EDU.  

 Noun List EDU: Noun list EDU is part of 
a sentence that describes a list or an 
example of a noun group. This EDU 

mostly starts with word "ไดแ้ก ่ (for 

instance), เชน่ (such as)".  

 

5. METHODOLOGY 

In this work, we use a data source from the Thai 
Wikipedia webpage1. The selected pages are 
downloaded to a database and then fed to the EDU 
segmentation process. The overview of the EDU 
segmentation process is depicted in Figure 1. 

 

 

Figure 1: Overview of the EDU Segmentation Process 

 
The EDU Segmentation process consists 

of corpus cleaning, word segmentation, and POS 
tagging, word segmentation correction, word POS 
re-tagging, named entities identification, EDU 
segmentation by clue markers, shallow parser, EDU 
segmentation by syntactic pattern and EDU 

                                                 
1 https://th.wikipedia.org/ 



Journal of Theoretical and Applied Information Technology 
30th September 2020. Vol.98. No 18 
© 2005 – ongoing  JATIT & LLS 

 
ISSN: 1992-8645                                                                  www.jatit.org                                                      E-ISSN: 1817-3195 

 
3857 

 

reconstruction by rule-based. All sub-process will 
be described in this section. 

 
5.1  Corpus Cleaning 

Our corpus is constructed from a selected 
Thai Wikipedia webpages. The webpage is cleaned 

by removing HTML tags and unused information. 
Then, the output is only a raw text from the 
webpage. All symbols and space are converted into 
a symbol tag. For example a space character is 
converted to "<space>", a left parenthesis is 
converted to "<left_parenthesis>". Table 1 shows 
examples of symbol tags. 

 

Table 1: Examples of Symbol Tags 

Symbol Name Symbol Character Symbol Tag 

Colon : <colon> 

Semi Colon ; <semi_colon> 

Comma , <comma> 

Left Square Bracket [ <left_square_bracket> 

Right Square Bracket ] <right_square_bracket> 

Left Parenthesis ( <left_parenthesis> 

Right Parenthesis ) <right_parenthesis> 

Space  <space> 

 

In this process, some space characters, that 
are insignificant, are removed such as space before 
and after a number, a space before repeater sign. 
This cleaned corpus is the data source for training 
and experiment in the next process. Figure 2 shows 
an example of a cleaned corpus with symbol tags. 

 

 

Figure 2: Example of A Cleaned Corpus with Symbol 
Tags 

 

5.2  Word Segmentation and POS Tagging 

The CRF algorithm will play an important 
role in word segmentation and POS tagging process 
in this work. Tagged corpus, dictionary, and POS 
features are developed to train the CRF model. 
Examples of the POS tagging label, that is used in 
this work, is shown in Table 2. 
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Table 2: Examples of The POS Tagging Label 

POS Label Description Example Words 

NCM Common Noun นก ลงิ เศรษฐกจิ 

NCA Noun and Classifier for Attribute, Kind and Group ส ีอายุ ประเภท ชนิด 

NNA Noun for Amount สบิ รอ้ย พนั หมืŕน 

VRB Transitive Verb กนิ มอง รกั 

VRI Intransitive Verb ยิ Ŗม วิŕง เดนิ 

VAT Attribute Verb ใหญ่ หนัก สวย 

FVN Prefix to transform Noun and Verb to be Noun การ 

NBO Ordinal Number Word แรก สุดทา้ย ต่อไป 

 

After that, word segmentation correction is 
developed to increase the precision of word 
segmentation and then POS tagging is redetermined 
to fix some incorrect POS.  All processes are 
described as follows. 

 Manual Tagged Corpus for Training: 
Corpus with manual tagging is needed to 
train the CRF model. POS tags will be 
added to the corpus by manual for training 
the CRF model. In this process, a word 
boundary is determined and the POS tag is 
defined to each word in the corpus. Square 
Bracket is used to identify the boundary of 
the word and followed by the POS tag in 
"less than" and "greater than" symbol. Free 
text with manual tagged will be the source 
of the CRF training model. Figure 3 shows 
an example of a manually tagged corpus. 

 

 

 

 

 

Figure 3: Example of A Manually Tagged Corpus 

 

 Dictionary Development: After finished 
the corpus tagging process, a dictionary is 
developed by gathering words from the 
tagged corpus and also its POS. Dictionary 
is an essential resource to generate all 
possibility segment sequences of word 
segmentation for word segmentation 
process. Table 3 shows examples of a 
dictionary. 
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Table 3: Examples of A Dictionary 

Word POS 

นกพริาบ NCM 

อยู ่ VRB VPO VPT VPA VPR 

อย่าง FAV CLS 

บาง DQE VAT 

สวยงาม VAT ADV 

กาํลงั VAX NCM 

ให ้ VPO VRB VPR VPT VPA 

 

 

 CRF Training: POS feature is needed for 
the CRF model to train and also to 
determine the best POS tag in word 
segment sequence. POS feature is the 
sequence pattern of POS of words that 
appear in corpus data. POS features are 
extracted from the tagged corpus and then 
collected to the database. After that, the 
CRF model is trained by using data from 
the tagged corpus and POS feature 
database to adjust the weight of the POS 
feature.  

CRF is the probability of the label 
sequence that globally normalizes to avoid 

the label-bias problem and also provides 
the flexibility to use non-independent 
features [19]. Let l be a label of POS 
sequence, s be a word segmentation, f be a 
feature function, and λ be the weight of 
feature function. Then, we can define the 
score function score(l|s) to determine the 
score of POS sequence to the sentence as 
shown in Equation 1. 

 

The conditional probability distribution 
p(l|s) for a linear-chain CRF can be 
defined as shown in Equation 2. 

To estimate the weight of feature function 
λ for training data, Equation 3 can be 
defined where α is a learning rate. 

The features of learning for POS tagging 
are the POS sequence pattern that is 
extracted from the tagged corpus. There 
are 11 types of POS sequence pattern 
combination in this work that is shown in 
Table 4. The notation V is the POS in the 
position that is determined, X is the POS in 
the previous position that is determined, Y 
is the POS in next position that is 
determined, W is a surface word, and then, 
none is the position that is not determined. 
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Table 4: POS Pattern Rules

Feature Type POS Pattern 

1 none : X1 : V : none : none 

2 X2 : X1 : V : none : none 

3 none : none : V :Y1 : none 

4 none : none : V : Y1 : Y2 

5 none : X1 : V : Y1 : none 

6 X2 : X1 : V : Y1 : none 

7 none : X1 : V : Y1 : Y2 

8 X2 : X1 : V : Y1 : Y2 

9 none : X1 : V : Y1 : none#W 

10 none : X1 : V : none : none#W 

11 none : none : V : Y1 : none#W 

 

 Word Segmentation Process: After 
finished training, the CRF model is ready 
to determine word segmentation and POS 
tagging. Raw text after the cleaning 
process is the input for the word 
segmentation process. By using a 
dictionary, all possibilities of word 
segmentation sequence are generated. Due 
to the time complexity, the word 
segmentation sequence will be generated 
limit to only 4 words each time. CRF is 
used to determine the best POS tag for 
each sequence by selecting the best 
probability. The best word segmentation 
sequence is selected by the best score. The 
first word in the best word segmentation 
sequence will be selected to the answer 
sequence. After that, the next word 
segmentation sequence will be generated 
and re-operated again until the last word is 
determined.   

 Word Segmentation Correction: Words 
in the Thai language can be composed of 
more than one other word and become a 

new meaning. For example "พื Ŗนทีŕ (area)" 

is composed of 2 words are "พื Ŗน (floor)" 

and "ทีŕ (at)". Word segmentation by the 

CRF model tends to segment words into 
more chunks. Dictionary can be a useful 
resource to correct word segmentation 
[32].  To correct word segmentation, we 
apply POS pattern matching together with 
a dictionary. POS patterns are used to 
match and find the word in Dictionary 
with the POS target. After that, words with 
POS pattern is replaced by word with POS 
target from a dictionary. Table 5 shows the 
examples of the POS pattern for word 
correction. 
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Table 5: Examples of The POS Pattern for Word 
Correction 

POS Pattern POS Target Word 

CON NCM VAC 

VAC NCM VAC 

NCM PRP NCM 

NCM PRL NCM 

 

 Word POS Re-tagging: After the word 
correction process, there are some 
mistaken POS tagging that could be fixed. 
All POS tagging will be cleared and 
reconsidered by the POS re-tagging 
process. This process can improve the 
precision of POS tagging in the word 
sequence. 

 

5.3  Named Entities Identification 

The template matching technique is used 
to identify the named entities in the text. POS tag 
and surface word are the component of a matching 
template for extracting named entities. Corpus is 

tagged manually to create the matching template. 
POS tag is the main component of the template and 
surface word is an optional component. Figure 4 
shows an example of the corpus with a manual 
named entity tagging. 

 

 

Figure 4: Example of The Corpus with A Manual Named 
Entity Tagging 

 

In Figure 4, the surface word with * 
symbol means to indicate that the surface word is 
also used in matching. After that, the matching 
template is created by extracting it from the tagged 
corpus. Table 6 shows the examples of the named 
entity matching template. 

 

Table 6: Examples of The Named Entity Matching Template

Pattern Tag 

[เขต]<NCM>[*]<NPN> NPN 

[ธนาคาร]<NCM>[แห่ง]<PRP>[ประเทศ]<NCM>[*]<NPN> NPN 

[ธนาคาร]<NCM>[*]<NCM><space>[จาํกดั]<VAT> NPN 

[บรษิทั]<NCM><space>[*]<NPN>[*]<NCM><space>[จาํกดั]<VAT> NPN 
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In Table 6, the * symbol in matching 
template means to indicate that it is matching with 
any surface word. The matching algorithm works 
with one to one matching on words in the whole 
line of text. The size of the template is an important 
factor for matching. The longest template will be 
activated first and then the next longest. 

5.4  EDU Segmentation by Clue Markers 

EDU segmentation in Thai text can be 
partially done by using a clue marker word to break 
the whole line of text to a piece of EDU. Some clue 
words with its POS tag are used to identify the 
origin of EDU and then segment into a smaller 
discourse unit. Words and POS tag patterns such as 
space, subordinate, and conjunction with verbs are 
examples of clue marker patterns. 

5.5  Shallow Parser 

A shallow parser is a process to identify 
the non-recursive of various phrase types [8]. The 
various phrase in a sentence can be chunked and is 
useful to be a precursor to a full parser or 
information extraction. In this work, CRF is applied 
to identify a non-recursive phrase. 

 Manual Tagged Corpus for Training: 
Corpus with manual chunked tagging is 
used for training the CRF model. There are 
11 types of phrases, that are chunked, 
consist of head noun, verbal noun, 
adjective, transitive verb, intransitive verb, 
adverb, preposition, amount, time, 
determiner, and classifier phrase. Some 
symbols are used to tag into a corpus to 
indicate a type of phrase in the text. Figure 
5 shows an example of a corpus with a 
phrase tagged. 

 

 

Figure 5: Example of A Corpus with A Phrase Tagged 

 

The symbols, that is used to indicate 
phrase type, consist of "*",  "\&", "+",  
"\#", "\%", "\$", "!", "@", "=", "?" and "-" 
for head noun pattern, verbal noun pattern, 
adjective pattern, transitive verb pattern, 
intransitive verb pattern, adverb pattern, 
preposition pattern, amount pattern, time 
pattern, determiner pattern and classifier 
pattern respectively. Single symbol tagged 
for the starting element of phrase type and 
double symbol for the following element 
of phrase type. Some POSs maybe not 
tagged if it is not a member of non-
recursive phrase for example "SUB" 
subordinated, "PRL" relative pronoun. 

 Dictionary for Shallow Parser: 
Dictionary for the shallow parser is used to 
indicate all possible phrase types to POS. 
All data in a dictionary are gathered from 
the tagged corpus. Table 7 shows 
examples of a dictionary for the shallow 
parser. 

 

Table 7: Examples of A Dictionary for The Shallow 
Parser 

POS Phrase Types 

VAT +  ++  &&  $  $$  ??  == 

FAV $  $$  && 

NPN *  **  =  ==  ??  ++ 

SUB SUB 

VRB #  ##  &&  ==  **  $$ 

VPA $  $$ 

 

 Feature for CRF Training: There are 3 
types of features that are used for training. 
A combination of phrase type(PT), POS, 
and surface word is constructed to make a 
shallow parser feature. Table 8 shows the 
shallow parser feature pattern. 
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Table 8: Shallow Parser Feature Pattern 

Feature Type Combination of Pattern 

1 PT1 : PT0 : POS1 : POS0 : none : none 

2 PT1 : PT0 : POS1 : POS0 : none : WORD0 

3 PT1 : PT0 : POS1 : POS0 : WORD1 : none 

 

The notation "PT" is the phrase type and 
the subscription is the position that is 
determined. The notation "POS" is the 
POS and the notation "WORD" is the 
surface word. 

5.6  EDU Segmentation by Syntactic Pattern 

The result of the shallow parser is a phrase 
chunked in a given text. The syntactic information 
from phrase chunked is a source data for EDU 
segmentation. From observation, some points of 
syntactic structure can indicate the point of EDU 
segmentation. Table 9 shows examples of the 
syntactic pattern. 

Table 9: Examples of The Syntactic Pattern 

Syntactic Pattern 

VRBpat:PRPpat:NP::VRBpat 

VRBpat:NP::VRIpat 

VRBpat:NP:ADVpat:PRPpat:NP::VRIpat 

VRIpat::PRPpat:VRBpat 

VRIpat:PRPpat:NP::PRL:VRBpat 

NP2::NP:VRBpat 

NP2::CON:VRBpat 

 

The pattern consists of the sequence of 
phrase types that connect with the colon symbol. 

The EDU segment point is indicated by the double 
colon symbol. NP and NP2 in the pattern are the 
encapsulated phrase type that consists of the head 
noun, preposition, verbal noun, amount, time, 
adjective, and determiner pattern. In some contexts, 
the EDU can be constructed by an only head noun 
and adjective. That means some EDUs are looked 
like a noun phrase. In this work,  we define that NP 
is a noun phrase on the EDU and NP2 is a noun 
phrase that is an EDU. We encapsulate NP and NP2 
by using rules that NP2 can be composed of the 
head noun, adjective, and adverb that no preposition 
is before the head noun and it is not followed by a 
verb. NP can be composed of the head noun, 
preposition, verbal noun, amount, time, adjective, 
and determiner. 

5.7  EDU Reconstruction by Rule-Based 

Noun list can be separated by space that 
needs to be reconstructed. Moreover, space is used 
in some writing style to separate some word such as 
subordinate word, noun phrase, or some parts of 
EDU that breaks the EDU structure by EDU 
segmentation by clue marker process. Some EDUs 
need to be reconstructed to increase the precision of 
the EDU structure. Rule-based is applied to analyze 
the partial EDU and then construct the new EDU 
structure. The rule consists of 3 parts: starting 
condition, combined condition, and commit 
condition. Table 10 shows examples of the EDU 
reconstruction rule. 
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Table 10: Examples of the EDU Reconstruction Rule 

No. Starting Combined Commit 

1 Line is end with "PRPpat" Line is NP Line is not NP and not bound 

2 Line is end with "VRBpat" Line is NP Line is not NP and not bound 

3 Line is NP Line is NP Line start with "VRBpat" and bound 

 

The EDU reconstruction process starts by 
finding the line that matches the starting condition. 
After that, if the next line match with the combined 
condition then merges this line with the starting 
line. Until the combined condition is not matched 
then check with the commit condition. If the 
commit condition is matched then check that the 
commit line could be bound with the new EDU 
structure. If it is bounded then merge the last line 
with the new EDU structure. Lastly, if the commit 
condition is not matched then all the processes are 
canceled and then try to the next rules. 

 

6. EXPERIMENTAL RESULTS 

Our corpus for training contains a total of 
18,248 words with POS tagging. Dictionary 
contains 2,171 words for word segmentation and 52 
words for the shallow parser. There are 235 POS 
patterns for the word correction process. There are 
58,750 features of the CRF model for word 
segmentation and 11,975 features for the shallow 
parser. There are 114 syntactic patterns and 12 
EDU reconstruction rules in the EDU segmentation 
process. The precision, recall, and F1 score are used 
to evaluate the algorithm. The measures can be 
defined as follows. 

 

The results of word segmentation are 
shown in Table 11 and Figure 6 shows the bar chart 
of the results of word segmentation. CRF shows a 
good performance for word segmentation. 
However, CRF tends to segment words that could 
be one word to be more chunks. Word segmentation 
by machine learning [16, 18, 21, 22] produces some 
errors due to segmented words into more chunks. 
The extra process is needed to gain more precision 
in the word segmentation process. To increase the 
precision of results, the word segmentation 
correction and the POS re-tagging process are 
applied. The fragment word is reconstructed into a 

correct word by word segmentation correction 
process that can boost the precision and recall 
significantly. The re-tagging process can increase a 
little of the precision and recall. 

The clue marker is useful to partially 
segment EDU. Some parts of EDU need syntactic 
information to indicate the point of EDU 
Segmentation and then reconstruct the EDU 
structure. Table 12 shows the results of EDU 
segmentation from all algorithms and Figure 7 
shows the bar chart of the results of EDU 
segmentation. 
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Table 11: Results of Word Segmentation 

Algorithm Precision Recall F1 

Word Segmentation 0.92688 0.96153 0.94388 

Word Segmentation & Correction 0.98946 0.98854 0.98899 

Word Segmentation & Correction & Re-Tagging 0.99544 0.99451 0.99452 

 

 

Figure 6: Bar Chart of The Results of Word Segmentation 

 

The results show that the use of a clue 
marker alone produces the EDU segment with low 
precision to 0.41085 and recall to 0.36441. Many 
EDUs appear without a clue marker to indicate the 
boundary. However, a clue marker can be a starting 
tool to indicate the EDU boundary [28]. Syntactic 
information is used in various ways to indicate the 
boundary of EDU [29, 30]. Syntactic pattern from 
shallow parser can be a good option to identify the 
point of EDU segmentation. The use of syntactic 
pattern significantly increase the precision and 
recall, however, noun list EDU and the use of space 
in some writing style still indicate wrong EDU 
boundary. Finally, the EDU reconstruction process 
is used to combine noun list EDU and some 
fragment EDUs to produce a more precise EDU 
with 0.88865 precision and 0.91577 recall. 

 

 

 

7. LIMITATIONS 

The source of this work is a freestyle text 
in an open domain document. However, the 
accomplishment of this work is based on some 
limitations as follows. 

 No misspelling word: Misspelling words 
can occur in the text normally. The whole 
system expects accurate spelling text as a 
data source. The misspelling word 
correction is not in our interesting scope of 
work. Spelling word correction is done by 
manual before feeding to the whole 
system. 

 Ignore the additional information from 
parenthesis: There is the use of 
parenthesis in the text to provide additional 
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data such as abbreviations, synonym, and 
foreign words. Text in parenthesis can be 
in free form depending on the aspect of the 
writer. In this work, text in parenthesis is 
ignoring and pruning by the corpus 
cleaning process. 

 Do not follow the structure information 
from a table: Structure information, such 
as a table, is widely used in the text. A 
table is not a part of EDU in the text and is 
not in our interesting scope of work. 
Tables in source corpus are pruning by the 
corpus cleaning process. 

 

Table 12: Results of EDU Segmentation 

Algorithm of EDU Segmentation Precision Recall F1 

Using Clue Markers 0.41085 0.36441 0.38623 

Using Clue Marker  

& Syntactic Pattern 
0.68788 0.81263 0.74506 

Using Clue Marker  

& Syntactic Pattern 

& EDU Reconstruction 

0.88865 0.91577 0.90200 

 

 

 

Figure 7: Bar Chart of The Results of EDU Segmentation 

 

 

8. CONCLUSION 

In this paper, we present a pipeline of the 
process for Thai EDU segmentation by using the 
syntactic information from shallow parser. The first 
step, word segmentation and POS tagging process 

are done by using CRF to identify the word 
boundary and its POS with 0.92688 precision and 
0.96153 recall. The CRF shows the good result in 
word segmentation, however, some composition 
words tend to segment into fragment words. To 
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improve the precision of word segmentation and 
POS tagging process, we implemented the word 
segmentation correction by using a POS pattern 
with a dictionary to merge some fragment words 
and improve the precision to 0.98946 and recall to 
0.98854. POS re-tagging process is used to 
redetermine the POS label that further improved the 
precision and recall of POS tagging to 0.99544 and 
0.99451 respectively.  

In the second step, the shallow parser is 
used to determine the POS sequence to phrase types 
such as head noun, amount, adjective, and 
determiner pattern. The EDU segmentation process 
is done by using a clue marker, syntactic pattern, 
and reconstruction rule-based. The clue marker 
indicates the EDU segment with 0.41085 precision 
and 0.36441 recall. The syntactic pattern is used to 
identify the EDU segment with the improvement of 
precision and recall to 0.68788 and 0.81263 
respectively. The fragment of noun list EDUs and 
some partial EDUs are reconstructed by rule-based 
and finally improve the precision and recall to 
0.88865 and 0.91577 respectively. 

From the corpus development, we found 
that some writing styles use the space to make it 
more readable in some words or some parts of the 
sentence. The non-formal use of space can cause 
some difficulties to identify the boundary of EDU 
and also increase ambiguity. A preposition and 
noun list are the most apparent of non-formal use of 
space in our corpus. Moreover, POS label designing 
is also an important component to make a more 
reliable grammar structure in the corpus. POS labels 
with embedded semantic can be a useful resource to 
analyze the structure of EDU and sentence. 
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