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ABSTRACT 
 

A system is a structure composed of mechanical, electrical or electromechanical parts that interact with each 
other to fulfill an objective. At an industrial level they are known as manufacturing processes and at an 
academic level these processes are emulated by implementing mechanisms such as: designing scale 
prototypes, building test and trial laboratories or developing specialized simulators. However, the efforts 
made by the authors to build scale or simulated prototypes that are an ideal copy of the real process are not 
perfect. On the one hand, some real physical implementations reduce the margin of error by improving the 
quality of the prototype materials, but as the quality of the materials increases, so does their cost, which 
reduces accessibility to the population. On the other hand, the simulators do not perfectly emulate 
characteristics of the environment, such as humidity, temperature, vibrations, among others, which reduces 
its reliability in the presentation of the results obtained. Therefore, this article proposes a strategy to virtualize 
a QUANSER SRV-02 rotary servo base unit, which from experimental data reconstructs a mathematical 
model using a Genetic Algorithm (GA), which minimizes the margin of error between experimental and 
practical data. This tool will allow virtual practices (simulation) with results very close to the behavior of the 
real plant. 

Keywords: Genetic Algorithm; ARIMA Models; Servomechanisms; Virtualization; Prototypes. 
. 
 
1. INTRODUCTION  
 

The manufacturing processes in the industry are 
sets of multiple electrical, mechanical or 
electromechanical elements, which are used to 
manufacture some product of massive consumption 
or unipersonal. Sometimes, these processes are 
modified to improve the finished product, reduce 
manufacturing time or increase production capacity, 
which has led different manufacturers to develop 
techniques to parameterize manufacturing process 
lines and thus partially or totally estimate an 
expected result [1-4]. 

One technique for parameterization is based on 
building scale replicas, which represent each 
component of the process and the variables involved 
during its operation. For example, minimalist, 
modular and flexible manufacturing systems 
distributed by certain manufacturers, which allow 
the user to have a practical experience and to know 
a production line partially or totally [3-4].  

Other techniques are based on the development of 
simulators with the help of programming 
environments with graphic environments, such as; 
flight or driving simulators. The simulators try to 
represent many characteristics of the real 
environment and give the user the experience to 
understand the functioning of the real process. 
Undoubtedly, there is many simulators and they are 
classified according to the area of knowledge, which 
indicates that a software-based application is easier 
to massify than a real physical implementation [5-6]. 

The massification of industrial-type simulators 
has allowed industrial designers to innovate in 
manufacturing processes, with relatively few 
physical resources compared to actual 
implementation [7]. Although, simulators are 
versatile and portable by increasing the amount of 
process variables to be simulated, so does the 
computational cost required by the application to 
provide results to the user. This is because a 
simulator in its simplest structure is a program that 
solves systems of equations, whose convergence 
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time varies according to the number of variables that 
each equation has [8]. 

Similarly, as simulators diversify, so do the 
techniques for solving systems of equations. Among 
the most widely used solution methods are 
differential equation calculators, which are basically 
applications that implement approximate methods to 
estimate a solution (commonly based on Runge 
Kutta, Euler, Monte Carlo methods). An advantage 
of these methods is that they are computationally 
simple to implement and provide a response very 
close to that given by the analytical method. Some 
variants to these solution methods are ARIMA 
(Autoregressive Integrated Moving Average) 
models, which are stochastic and statistical models 
used to find patterns in data sets, or computational 
learning approaches that rely on neural networks or 
vector support machines to represent data sets and 
estimate system response [9-11]. 

In summary, there are many ways to represent a 
manufacturing process, among them the physical 
implementation requires a higher monetary 
investment compared to a simulator [1,4,10]. 
However, the simulators have a margin of error with 
respect to the real process, because the simulator 
does not consider all the variables of the 
environment, such as the environmental conditions, 
the way in which the equipment is used or the 
amount of maintenance that is done to the process. 
Therefore, this article proposes a strategy to 
virtualize a system based on experimental data, in 
order to reduce the margin of error between the 
expected values and those provided by the model. 
Basically, the model is a mathematical expression 
that updates its coefficients with an optimization 
algorithm to fit a set of data provided by the user. 
This model and the results obtained are described in 
the following sections, which are organized in the 
following way: in numeral 2 a conceptual 

description is made before exposing the developed 
model, in numeral 3 the proposed model is presented 
and its operation is described. Finally, section 4 
shows the results obtained. 

 
2. MATERIALS AND METHODS 

The model presented in this paper is 
obtained by modifying several coefficients of an 
equation using an optimization algorithm and the 
validation is done using an experimental model. The 
concepts used to develop the model are described in 
detail in this section. 

2.1 Optimization Algorithm 

The concept "optimization" is used in 
several areas of knowledge, since it is a process by 
which the best available value is selected within a 
group of values. In some cases, these processes are 
systematized by means of routines developed in 
computers, which assign different values to the input 
variables of a mathematical function and thus 
estimate their output value. Usually, these routines 
are converted into sets of methods or algorithms to 
solve optimization problems in an iterative way [11-
15].  

In this way, an optimization algorithm 
searches for solutions in two different ways. The first 
case is the minimization of the function where it 
looks for the minimum available value, which 
becomes the optimal value. The second case is the 
maximization where the optimal value is the 
maximum available value. It is worth saying that, in 
both cases, there are local or global optimal (see 
Figure 1), where a local optimal Fሺxଵሻ exists if there 
is a Fሺxଶሻ and it happens that Fሺxଶሻ ൑ Fሺxଵሻ o 
Fሺxଶሻ ൒ Fሺxଵሻ [11-13]. 
 

 

 
Figure 1: Example of local and global optimal value 
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Optimization algorithms have a finite 
number of iterations and try to find a rough solution 
to the optimization problem, for example, the 
Simplex Algorithm (SA) that solves linear 
programming problems [11]. Like the AS there are 
many optimization algorithms and ways to classify 
them, but in this article, we will deal with the 
Comprehensive Search Method (CS), Simulated 
Temperate (ST) and a Genetic Algorithm (GA). 

CS's method estimates a set of candidate 
solutions to the problem, tests each solution in the 
function to be optimized, and among them selects the 
best [13]. However, CS's method can take a long 
time to arrive at a solution, so algorithms such as ST 
or GA are proposed.  

The ST algorithm (see Algorithm 1) 
emulates the behavior of the heating and cooling 
process of the metal in a metallurgical process and is 
based on the generation of random values or 
candidate solutions whose selection criteria varies 
according to the result given when solving an 
exponential function. This exponential function is 
affected by a variable that allows its output value to 
be damped as the iterations of the algorithm increase 
[14]. 
 

Algorithm 1. Simulated Tempering 
𝜏 ൌ 1 
Termination=0 
While (¡Termination) do 
           𝐺ሺ∆𝜏, 𝜏ሻ ← 𝑓ሺ𝑥ଵሻ െ 𝑓ሺ𝑥ଶሻ 
           𝑞~𝑈ሾ0,1ሿ 
          If (fሺxଵሻ ൏ fሺxଶሻ) o (q ൏ Gሺ∆τ, τሻ) then 
                 𝑥ଵ ← 𝑥ଶ 
          else 
                𝑥ଶ~𝑈ሾെ10,10ሿ 
                𝜏 ൅ ൅ 
          If τ ൐ 50 then 
               τ ൌ 1 

               Gሺ∆τ, τሻ ൌ eି
∆ಜ
ಜ  

 
As you can see, CS and ST methods are 

search algorithms that update a single output value 
per iteration, and this can take a long time for a 
solution to be found. Therefore, population 
algorithms arise that implement search methods that 
in one iteration estimate multiple candidate 
solutions, such as GA.  

A GA is an algorithm that emulates 
Darwinian natural selection, that is, each iteration 
(generation) updates a population of individuals by 
trying to make them potentially better. In this order 
of ideas, each candidate solution is an individual, a 
set of individuals is a population, and their behavior 

when trying to solve the problem is known as 
aptitude value [15-17].  

The GA updates a population every 
generation according to a method of selection, 
crossing and mutation. The selection method is a 
function that generates a new set of individuals by 
discarding those with the worst fitness value. The 
crossing method takes elements of the created set of 
solutions, pairs them (Parents) and generates another 
set of solutions (Children). The mutation method 
changes characteristics of one or more individuals 
from the solution set (the Sons) [15-19]. 

2.2 Modelling 

A model is a representation of a system, 
which on a scientific level establishes a relationship 
between a phenomenon and an abstraction of it. This 
type of abstractions at an engineering level are 
presented by means of mathematical expressions [9-
11]. In this case, the test system is the QUANSER 
SRV-02 plant that is composed of a motor, a gear 
train and a rotational encoder that allows the speed 
to be measured (see Figure 2). In addition, this 
system has a model to carry out simulations based on 
equation 1 [20]. Where N2 is the spring gear, N1 is 
the gear coupled to the motor, J is the motor inertia, 
R is the motor winding resistance, Kf and Kt are the 
proportionality constants provided by the 
manufacturer. 
 
 

𝐻ሺ𝑠ሻ ൌ
𝑘௧

𝐽𝐿𝑆ଷ ൅ ሺ𝐽𝑅 ൅ 𝐿𝑏ሻ𝑠ଶ ൅ ൫𝑅𝑏 ൅ 𝑘௙𝑘௧൯𝑠 
            ሺ1ሻ 

 
 
 

 
 

Figure 2: QUANSER SRV-02 
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It should be noted that, models can also be 
represented with experimental data regressions, 
which reconstruct an equation between measured 
and experimental data. For example, linear 
regressions [11]. In this case, the proposed algorithm 
selects the number of terms and coefficient values to 
reproduce the experimental data with a low margin 
of error, this description and the details of 
implementation are described in detail in the 
following section. 

 
3. IMPLEMENTATION 

The experimental data used to feed the 
model were obtained by switching on the 
QUANSER SRV-02 plant and connecting a data 
acquisition card that exports the data in a plain text 
file, see Figure 3 (a). There is a total of 250 records 
that show the speed against time and under the same 
conditions they were compared with the data 
provided by the available model to perform the 
system simulations, see Figure 3 (b). 

Once the file was built, the optimization 
algorithms mentioned in the previous section were 

implemented. Considering that; the proficiency 
value is the average error between the experimental 
data and the model generated by the algorithm. An 
individual is the number of derivatives (maximum 
order 5) and their respective constant coefficient that 
are used to expand the polynomial of equation 2.  
 
 

𝐻ሺ𝑠ሻ ൌ
𝐴𝑆௡ ൅ 𝐵𝑆௡ିଵ ൅ ⋯ 𝐶𝑆଴

𝐷𝑆௡ ൅ 𝐸𝑆௡ିଵ ൅ ⋯ 𝐹𝑆଴  
                 ሺ2ሻ 

 
 

The output of the system depends on a unit 
step function, that is, each time equation 2 is updated 
a step function is applied and compared with the 
analytical model to estimate the margin of error (see 
Algorithm 2). In the case of the CS and ST 
algorithms, which are search algorithms that use a 
single individual, the same number of evaluations 
were used as those used in the execution of the GA, 
in other words, a population of the GA that has 10 
individuals is equivalent to 10 executions of the CS 
or ST.

 
 

 
 

a) Wiring diagram of the SRV-02 b) Simulated and measured data 
 
 
 

Figure 3: Behavior of the QUANSER SRV-02 plant where the data obtained from measurements and simulations are 
observed. 
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Algorithm 2. How to generate an individual and 
estimate his aptitude value 
Function Generate Individual () 
  𝐷𝑒𝑛𝑜𝑚𝑖𝑛𝑎𝑡𝑜𝑟 ሾ5ሿ; 
  𝑁𝑢𝑚𝑒𝑟𝑎𝑡𝑜𝑟ሾ5ሿ; 
   𝐷 ൌ 𝐴𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝑑𝑒𝑛𝑜𝑚𝑖𝑛𝑎𝑡𝑜𝑟 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡𝑠 
   𝑁~𝑈ሾ0,5ሿ 
   𝑁 ← 𝑟𝑜𝑢𝑛𝑑ሺ𝑁ሻ 
   𝐷~𝑈ሾ0,5ሿ 
   𝐷 ← 𝑟𝑜𝑢𝑛𝑑ሺ𝐷ሻ 
  For i=0 less than N do 
      𝑁𝑢𝑚𝑒𝑟𝑎𝑡𝑜𝑟ሾ𝑖ሿ~𝑈ሾെ1,1ሿ 
  For j=0 less than D do 
      𝐷𝑒𝑛𝑜𝑚𝑖𝑛𝑎𝑡𝑜𝑟ሾ𝑗ሿ~𝑈ሾെ1,1ሿ 
      𝐻 ൌ
𝐵𝑢𝑖𝑙𝑑 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 ሺ𝑁𝑢𝑚𝑒𝑟𝑎𝑡𝑜𝑟, 𝐷𝑒𝑛𝑜𝑚𝑖𝑛𝑎𝑡𝑜𝑟ሻ 
  Return H 
 
Function Suitability value (𝐇) 
   𝑦ଵ ൌ 𝐴𝑝𝑝𝑙𝑦 𝑢𝑛𝑖𝑡 𝑠𝑡𝑒𝑝 𝑡𝑜ሺ𝐻ሻ; 
   𝑦ଶ ൌ 𝐴𝑝𝑝𝑙𝑦 𝑢𝑛𝑖𝑡 𝑠𝑡𝑒𝑝 𝑡𝑜 𝑡ℎ𝑒 𝑑𝑒𝑓𝑎𝑢𝑙𝑡 𝑚𝑜𝑑𝑒𝑙 
   𝑒𝑟𝑟𝑜𝑟_𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑒 ൌ |𝑦ଵ െ 𝑦ଶ| 
   𝑒𝑟𝑟𝑜𝑟_𝑎𝑣𝑒𝑟𝑎𝑔𝑒 ൌ 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 ሺ𝑒𝑟𝑟𝑜𝑟_𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑒ሻ; 
 Return error_average 

Each optimization algorithm was 
parameterized differently to perform the same 
amount of proficiency value evaluations. Initially, 
CS's algorithm generates a set of 250 individuals at 
random and evaluates each of them, to select the best 
one. Then, the ST algorithm performs 250 
evaluations where everyone is updated as shown in 
Algorithm 1. Unlike the other two algorithms, the 
GA generates a population of 10 individuals and 
runs for 25 generations. In addition, it is a modified 
algorithm to suit the situation, whose 

implementation is presented in Algorithm 3. Finally, 
the results obtained when implementing the different 
optimization algorithms in a computer (WINDOWS 
10 operating system, an Intel inside TM core i3 
processor, 8Gbs of RAM, a 240Gbs hard disk) and 
its behavior are presented in the following section. 
 
 
 
 

 
 

Algorithm 3. Genetic Algorithm 
 
Function Genetic algorithm () 
   𝑃0ሾ10ሿ ൌ 𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛; 
   Generations=0; 
   P0 ← Generate 10 individuals; 
   While Generations<25 then 
      f ← Evaluate ሺP0ሻ 
      P1 ← Selection ሺP0, fሻ 
       𝑃1 ← 𝐶𝑟𝑜𝑠𝑠𝑖𝑛𝑔ሺ𝑃1ሻ 
       𝑃1 ← 𝑀𝑢𝑡𝑎𝑡𝑖𝑜𝑛 ሺ𝑃1ሻ 
       𝑃0 ← 𝑃1 
      Generations++; 
 
 Function Selection (𝐏, 𝐟) 
    𝑓 ൌ 𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒 ሺ𝑓ሻ;
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   f, P ← Order from highest to lowestሺf, Pሻ; 
   P ሾ7, 9ሿ  ← P ሾ0, 2ሿ; 
 Return 𝐏 
 
 Function Crossing (𝐏) 
 If Uሺ0,1ሻ ൏ 0.7 then 
       𝑖ଵ, 𝑖ଶ ൌ 𝑆𝑒𝑙𝑒𝑐𝑡 𝑡𝑤𝑜 𝑖𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑎𝑙𝑠 𝑎𝑡 𝑟𝑎𝑛𝑑𝑜𝑚ሺ𝑃ሻ; 
      If Uሺ0,1ሻ ൏ 0.5 then 
             𝑖ଵ ← 𝑛𝑢𝑚𝑒𝑟𝑎𝑡𝑜𝑟 𝑜𝑓 𝑖ଶ 
             iଶ ← numerator of iଵ 
       else 
              𝑖ଵ ← 𝑑𝑒𝑛𝑜𝑚𝑖𝑛𝑎𝑡𝑜𝑟 𝑜𝑓 𝑖ଶ 
             iଶ ← denominator of iଵ 
 Return 𝐏 
 
Function Mutation (𝐏) 
 If Uሺ0,1ሻ ൏ 0.3 then 
      i ൌ Select an individual at randomሺPሻ;  
      P ൌ Generate a new individual and change the selected oneሺP, iሻ; 
 Return 𝐏 

 
  
4. RESULTS AND DISCUSSION 
 

Each algorithm mentioned in the previous 
section (see Figure 4) made 250 assessments of the 
proficiency value and this process was executed 10 
times, with this information the standard deviation, 
the average, the best and the worst individual were 
estimated. In the case of the GA, two graphs were 
taken, one showing the behavior of all individuals 
individually (see Figure 4c) and the second graph 
showing the behavior of all individuals in a 
generational way (see Figure 4d).  

 
Of all the individuals evaluated, the best of 

the best was taken, that is, the best individual found 
in the 2500 aptitude value evaluations made by each 
optimization algorithm, whose graph is contrasted 
with the measured data (see Figure 5a) and the 
simulation response provided by the manufacturer 
(see Figure 5b). Finally, the trend of the graphs 
presented, and their interpretation is made in the 
following section. 
 

 
 

 
 

a) Comprehensive Search (CS) 
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b) Simulated Temperate (ST) 

 

 
c) Genetic Algorithm (overlapping individuals) 

 

 
d) Genetic Algorithm (generation view) 

 
Figure 4: Behavior of each algorithm during the experiments carried out to find an approximate 

model of the system 
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a) Measured data against optimization algorithms 

 
 

 
b) Data from the SRV-02 model against the optimization algorithms 

 
Figure 5: Behavior of each algorithm during the experiments carried out to find an approximate model of the system 

 
 
5. CONCLUSIONS 
 

The graph in Figure 3b presents the 
experimental and simulated data of the QUANSER 
SRV-02 plant whose behavior is represented by a 
transfer function. However, between the model 
given by the manufacturer and the measured data 
there is an average error close to 5%, therefore, the 
measured data were used for the construction of the 
model presented. These data were used to search for 
a function that reproduces the behavior of the system 
when applying a unitary step function. In this case, 
equation 2 was used as a basis and its parameters 
were estimated using the techniques of exhaustive 
search optimization, simulated tempering and a 

genetic algorithm. It is worth mentioning that with 
all three techniques polynomials were found that 
converge to the expected value (see Figure 5). 

The graphs in Figure 5 present the behavior 
of the best individuals found when running each 
optimization algorithm 10 times and in each 
execution 250 aptitude value evaluations were 
performed. Although, when executing the three 
techniques were found individuals that converge to a 
value, it is observed that the most effective technique 
was the genetic algorithm, since, when 
implementing it found at least one individual that has 
a convergence time similar to that expected with the 
transfer function and the experimental data. In 
addition, this individual also has the lowest average 
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error (less than 1%) which is lower compared to the 
other two techniques. 

As shown in the graphs in Figure 4, the 
technique that converged to a result more quickly 
was the genetic algorithm, since, when performing 
at least 120 assessments of the value of aptitude 
found sets of individuals that reduced the margin of 
error up to 3%. It should be noted that, when running 
this algorithm in subsequent generations are bad 
individuals, this is because a mutation was made that 
produced a large change in the population. However, 
the adaptability of the genetic algorithm eliminates 
the individual with the worst aptitude value thanks 
to the selection process. It should be noted that, when 
trying to reproduce an unknown data set by a genetic 
algorithm is possible to build a model that fits this 
data set with a margin of error less than 5%. 
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