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ABSTRACT
The number of the world’s population aged 65 or over (elderly) is projected to increase to almost 1.5 billion by 2050. Elderly is vulnerable to various risks on their daily activities, so it is necessary to recognize their actions with machine vision technology automatically. One of the methods to do action recognition is using Convolutional Neural Network (CNN). However, using CNN without preprocessing will result in poor classification accuracy. The preprocessing methods affect the performance of the resulting model. Therefore, it is necessary to research various image preprocessing methods on CNN input to get the optimal model. In this study, various preprocessing methods, namely resizing, enhancement, creation of binary and gradient images, and data augmentation, are compared. After that, the obtained models are evaluated using action recognition dataset. In the validation results, it is found that the best preprocessing method is 64×64 grayscale image preprocessing with sharpening and augmentation in the form of the horizontal flip, which achieves an accuracy of 0.852. Meanwhile, in the testing results, the preprocessing method that produces the best accuracy is the 64×64 grayscale image preprocessing with sharpening, with an accuracy of 0.660.
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1. INTRODUCTION
The number of the world’s population aged 65 or over (elderly) is projected to increase from around 524 million in 2010 to nearly 1.5 billion in 2050 [1]. This is caused by the decline in growth rates and the increase of life expectancy of the population. Many elderly people have lost their ability to live independently due to limited mobility and decreased physical or cognitive function. Aging causes a decrease in some physiological functions of the human body, which makes the elderly vulnerable to various risks when engaged in daily life [2]. It causes their activities to need to be monitored. If all family members are busy working, an elderly caregiver is necessary, but caregivers cannot always be there at all time to supervise, and caregiver fees are quite expensive [3].

To deal with these social changes, solutions like Ambient Assisted Living (AAL) is needed. AAL can be defined as the use of information and communication technology (ICT) in a person’s daily life and work environment to enable them to stay active longer, stay socially connected, and live independently until old age. AAL is expected to extend the time someone can live independently in their chosen environment [4], and also monitor the behavior and health status of the inhabitants [5].

Technological developments in the field of digital image processing and machine vision provide various benefits in various fields, including monitoring activities in AAL. Vision-based AAL system can help the elderly and people with disabilities. The vision-based action recognition can monitor the habits and routines of the elderly. Action recognition can also detect abnormal behavior such as falls. Although accidents such as falls cannot be completely avoided, a system that can monitor actions can save lives if it can accurately recognize incidents and produce an immediate alert [6]. The automatic action recognition is expected to minimize the risks faced by the elderly.
Several studies have been carried out for action recognition to be utilized in the AAL environment. Study [7] detected abnormal behavior by using Binary Silhouette Average Energy Image (AEI), Histogram of Oriented Gradients (HOG), Principle Component Analysis (PCA), and classification with Support Vector Machine (SVM). Research [8] conducted action recognition to help people with dementia carry out daily activities using the K-Nearest Neighbor based method. [9] utilized action recognition to detect falls using Convolutional Neural Network (CNN) with the LeNet architecture.

According to [10], there is no universal best feature and method descriptor for all datasets in action recognition. However, most action recognition using CNN and deep neural network methods have higher accuracy results compared to action recognition using only handcrafted features. For example, in [11] which used the Bag of Words method, the mean average precision (mAP) for the Pascal VOC dataset is 56.3%. In [12], using CNN, mAP 90.6% is obtained for the same dataset.

According to [13], training on CNN with raw images without preprocessing will cause poor classification performance. Some studies preprocess input images before they are used for the CNN input, such as [14] that used Binary Motion Image as input images into CNN. Research [15] used handcrafted features, namely local binary pattern (LBP) on CNN to classify facial expressions. Better accuracy is obtained than using ordinary CNN because the knowledge that has been processed will be easier to learn and understand by CNN so that recognition is better.

Several studies have compared various preprocessing methods on CNN. Research [13] compared the image preprocessing techniques, namely mean normalization, standardization, and Zero Component Analysis for image classification using the CIFAR10 dataset. Research [16] showed images with preprocessing methods produce better accuracy than images without preprocessing for CNN in the case of emotion recognition. [17] compared the preprocessing techniques for the MNIST dataset, and the results of elastic preprocessing and rotation increased the accuracy by 0.71%.

Preprocessing methods that are used affect the performance of the model generated for a particular problem. From the references obtained, no research which compares various methods of image preprocessing on CNN for action recognition problem has been found. Therefore, research for the preprocessing method on CNN to get the optimal model for action recognition problem is needed. The preprocessing methods to be compared are image preprocessing in the form of RGB, grayscale, binary, and gradient images.

2. RESEARCH METHODS

2.1 The Proposed Method

In this research, there will be a comparison of several images preprocessing methods on CNN for human action recognition. The human action recognition algorithm using CNN is designed based on the flowchart in Figure 1. First of all, a dataset of five classes of action will be collected, namely standing, falling, bending, sitting, and walking. The dataset is taken from images and video from a static camera and only contains one human per image. The data that has been collected will be separated into data for training and testing.
At the training stage, human detection is not carried out. The cropping is manually done to get human images that will be used as input on CNN. After cropping, several of image preprocessing scenarios will be carried out. Preprocessing methods that will be compared for CNN input including image enhancement, converting RGB image to grayscale, creating binary image, and calculating gradient image. After that, there will be a process of resizing and normalization. After preprocessing, the image will be used for CNN input. Data augmentation will be carried out before the training process.

In the testing stage, human detection will be performed by doing foreground extraction using the gaussian mixture model method. After the foreground is obtained, a bounding box is created. After that, cropping will be done based on the bounding box. Preprocessing is performed on the cropped image. Then the image will be classified using the CNN model that has been obtained. The testing data is in the form of a video, and the frame is taken every 0.5 seconds for action recognition. For example, if there is a 5 second video, there will be ten frames, each of which will be recognized. Then, the action class that appear most often from the classification results of each frame become the classified action. The results are then compared with ground truths to determine the evaluation metric. The evaluation used will be k-fold cross-validation. Evaluation also determines TP, FP, TN, FN values to create confusion matrix. Then the accuracy, precision, recall, and F-measure are calculated.

2.2 Dataset
The dataset used is grouped into five action classes, namely standing, sitting, walking, fall, and bend. Each class contains 250 images for training and validation and ten action videos for testing. Example of the dataset used for training can be seen in Figure 2. Example of the dataset used for testing is shown in Figure 3. The dataset used for training came from the subset of Weizmann dataset [18], Stanford40 [19], KTH [20], and UR Fall Detection...
Dataset [21]. Data specification for training is as follows:

1) Standing class: 250 images from Google and Stock Image.
2) Walking class: 4 images from the Weizmann dataset, 3 images from the UR Fall Detection Dataset, 67 images from the KTH dataset, and 176 images from Google and Stock Image.
3) Sitting class items: 9 images from UR Fall Detection Dataset, 16 images from Stanford dataset (reading class), 25 images from Stanford40 dataset (watching TV class), and 200 images from Google and Stock Image.
4) Falling class: 53 images from UR Fall Detection Dataset and 197 images from Google and Stock Image.
5) Bending class: 5 images from the Weizmann dataset, 5 images from the UR Fall Detection Dataset, and 240 images from Google and Stock Image.

The dataset for testing is in the form of video taken from a static camera and containing only one human per image. The test data includes ten action videos, each of which is 1-2 minutes long.

2.3 Preprocessing

There are 8 different preprocessing scenarios that are done in this research. The details are as follows:

1) Preprocessing scenario 1: preprocessing is conducted on human images in the form of RGB and grayscale images by doing resizing and normalization. There is no data augmentation nor enhancement.
2) Preprocessing scenario 2: preprocessing is conducted on human images in the form of RGB and grayscale images by doing resizing and normalization. After that, there will be enhancement process.
3) Preprocessing scenario 3: preprocessing is conducted on human images in the form of RGB and grayscale images by doing resizing and normalization. After that, there will be data augmentation.
4) Preprocessing scenario 4: preprocessing is conducted on human images in the form of RGB and grayscale images by doing resizing and normalization. After that, there will be enhancement process and data augmentation.
5) Preprocessing scenario 5: preprocessing is conducted on human images in the form of creating binary images from grayscale images with resizing and normalization.
6) Preprocessing scenario 6: preprocessing is conducted on human images in the form of calculating gradient images from grayscale images with resizing and normalization.
7) Preprocessing scenario 7: preprocessing is conducted on human images in the form of creating binary images from grayscale image with resizing and normalization. After that, there will be data augmentation.
8) Preprocessing scenario 8: preprocessing is conducted on human images in the form of calculating gradient image from grayscale image with resizing and normalization. After that there will be data augmentation.

2.4 Normalization

Data normalization is done to ensure that each input parameter (pixel) has a similar data distribution. Data normalization is done by dividing the value of each pixel by 255 (according to intensity range for RGB images and grayscale), so that the range of intensity values becomes $[0,1]$.

$$X = \frac{X_i}{255}$$

where $(X=X_i, \ldots, X_n)$ is original data and $Z_i$ is $i$th normalized data.

2.5 Data Augmentation

Data augmentation is done in real-time during training on CNN. Data augmentation can provide many variations to CNN and increase the amount of relevant data. Augmentation is performed randomly with the ImageData-Generator function from the Keras library. At each epoch, each batch of training images will be transformed by the function of the augmentation method, then images that have been randomly transformed will be used for training so that at each epoch, CNN will conduct training from different data. The data augmentation methods are as follows:

1) Horizontal flip: reverses the image horizontally.
2) Zooming: zooms on a scale from 0.9 to 1.5.
3) Vertical and horizontal shift: shift horizontally to 0.2 percent of the image and make vertical shift with the range of $[-10, 10]$ pixels.
4) Rotation: rotates at an angle from 0 to 15 degrees.

2.6 Parameters Tuning

Some preprocessing parameters are tested to get the best parameter for each preprocessing method:
1) The RGB and grayscale images with and without image enhancement are compared. The image enhancement compared are blurring and sharpening.

2) In the gradient image, Sobel and Robert operators to find image gradient are compared.

3) In binary images, the threshold parameters used to create the binary image are 100, 150, and 200.

4) In resizing, three input image sizes will be compared, 32×32, 48×48, and 64×64.

5) Four types of data augmentation will be compared namely zooming, horizontal flip, translation, and rotation.

2.7 CNN Architecture

The CNN architecture used for action recognition consists of the input layer, two convolution layers, two max-pooling layers, fully connected layer, and output layer [22]. Using the training data without preprocessing steps, hyperparameter tuning is done. The CNN architecture for RGB image is shown in Figure 4.

2.7.1. Input Layer

The input size for RGB image is 64×64 and for grayscale image is 32×32. For RGB image, CNN uses three channels. For grayscale, binary, and gradient image, one channel is used.

2.7.2. Convolution Layer 1

The input image is convolved using combinations of 32 and 64 kernels with the size of 3×3 and 5×5 and one stride. The best parameter is 32 kernels with size 3×3 for grayscale image and 64 3×3 kernels for RGB image.

2.7.3. Pooling Layer 1

Pooling Layer The max-pooling kernel size is 2×2 with one stride. The result is to reduce the feature map.

2.7.4. Convolution Layer 2

Convolution uses combinations of 32 and 64 kernels with the size of 3×3 and 5×5 and one stride. The best parameter is 32 kernels with size 3×3 for grayscale image and 64 3×3 kernels for RGB image.

2.7.5. Pooling Layer 2

Max-pooling with 2×2 kernel is performed to reduce the feature map.

2.7.6. Full Connected Layer

Features are flattened and 128, 256, or 512 neurons are produced. The best hyperparameter is 128 neurons. The fully connected layer then produces 5 neurons.

2.7.7. Output Layer

The 5 neurons represent five classes of action. The output of this is 5 probability scores for a particular class to appear. The neuron with the highest probability becomes the classified action for the input image.

To train the CNN, 50 epochs is used. Hyperparameter tuning is done for learning rate, batch size, and dropout rate. The combination of learning rates used are 0.001, 0.002, 0.005, 0.01, 0.05, and 0.1. The size of batch used is 4, 8, 16, 32, and 64. The dropout rate used are 0, 0.1, 0.2 and 0.5. The best parameters for RGB images are the batch size 64, learning rate 0.001, and dropout rate 0.1. The number of kernels in the first and second convolution layer is 64 with size 3×3. The best number of neurons in the dense layer is 128. The best parameters for grayscale image are batch size 64, learning rate 0.002, and dropout rate 0.2. The number of kernels in the first and second convolution layer is 32 with size 3×3. The best number of neurons in the dense layer is also 128.

Figure 4: CNN Architecture.
3. EXPERIMENTAL RESULTS

3.1 Preprocessing Effect

In this section, we evaluate the effect of preprocessing on the input image before going through CNN network. The evaluations include resizing, normalization, enhancement, and data augmentation. All the processing strategies will be evaluated regarding to the loss score and accuracy of the proposed system.

3.1.1. Resizing and Normalization

This preprocessing method is done for RGB and grayscale images as can be seen in Table 1. For RGB image, the larger the image size, the accuracy is higher. For grayscale image, the larger the image size, the accuracy is getting lower. The best parameter for this method is RGB image with size 64×64 and grayscale image with size 32×32.

3.1.2. The Effect of Image Enhancement

For both RGB and grayscale images, we evaluate the effect of blurring and sharpening. As shown in Table 2, it is found that in both image type, the sharpening enhancement gains better accuracy comparing to blurring enhancement approach. The best parameter for both RGB and grayscale image is image with size 64×64 and sharpening as the enhancement method.

3.1.2. The Effect of Data Augmentation

For this preprocessing scenario, data augmentation is done after doing resizing and normalization for both RGB and grayscale images. This data augmentation includes zooming, horizontal flip, rotation, translation, and flip with rotation. Table 3 shows the accuracy obtained from
these data augmentation strategies. For RGB image, the augmentation method that produces the highest validation accuracy is rotation. For grayscale, the highest accuracy is obtained with horizontal flip as the augmentation method.

### 3.2 Preprocessing on Input Image

Besides RGB and grayscale images, we also conducted experiment on binary and gradient images as input in the convolutional network.

#### 3.2.1 Binary Image as Input

In this scenario, creation of binary image from the grayscale image is done. Several thresholds to make the binary image are compared. The best threshold is 150 and the image size is 48×48. For this image size, if the threshold is getting larger, the accuracy is getting lower. The result of this preprocessing scenario is shown in Table 4.

The next scenario is doing data augmentation for the binary image. The best augmentation method that produces the highest accuracy for the binary image is rotation. The result of this preprocessing scenario is shown in Table 5.

#### 3.2.2 Gradient Image as Input

In this scenario, creation of gradient image from the grayscale image is done. Two operators, Robert, and Sobel, to make the gradient images are compared. The best operator is Robert and the image size are 64×64. The result of this preprocessing scenario is shown in Table 6.

The next scenario is doing data augmentation for the gradient image. The best augmentation method that produces the highest accuracy for the gradient image is rotation. The result of this preprocessing scenario is shown in Table 7.

### 3.3 Evaluation on Data Validation

This part compares the accuracy of the best model obtained in subsection 3.1 dan 3.2. For this purpose, we conducted the k-fold cross validation using validation data. The results of k-fold cross validation from the best model of each preprocessing scenario are shown in Table 8. From Figure 8, it can be seen that all models with augmentation produce better accuracy than those without augmentation. The highest accuracy, precision, recall, and f-measure scores are obtained from the grayscale image model with sharpening as enhancement and horizontal flip as augmentation. The accuracy obtained is 0.853. This model increases the grayscale model with enhancement but without augmentation by 0.023. The accuracy is 0.045 higher than grayscale model without enhancement or augmentation. The accuracy and loss of the best model can be seen in Figure 5.

### 3.4 Evaluation on Data Testing

During the testing stage, the test data used are 10 action videos, each of which had a duration of 1-2 minutes. After human detection is carried out, action recognition is done using CNN models that have been obtained from the training process. Figure 6 shows an example of the action recognition results from each test video.
A comparison of the results of the action recognition evaluation is shown in Table 9. The grayscale model with enhancement produces the highest accuracy, precision, recall, and f-measure compared to other models. The resulting accuracy is 0.660. Although the grayscale model with enhancement and augmentation produces the highest accuracy in k-fold cross-validation, with test data, the accuracy of only 0.283 is obtained. In the test data, for all models, except the grayscale model, data augmentation makes the accuracy decreases.

The highest average accuracy of all 10 videos is obtained from video 10. The accuracy score is 0.508. The placement of the camera makes video 10 has no occlusion at all, the lighting is good enough, and every action can be recognized properly. For the grayscale model with enhancement, video 10 can produce 1.00 accuracy, which means every action is correctly recognized.

The lowest average accuracy of all 10 videos is obtained by video 8, with an accuracy of only 0.220. This is because video 8 has a lot of occlusions, so the actions performed cannot be adequately recognized. The grayscale model with enhancement produces a pretty high accuracy of 0.818 for this video. However, other models cannot classify actions properly. All other models’ accuracy scores are below 0.3.

Figure 7a shows an error in the action recognition due to the occlusion and similarity of the clothing’s color to the subject. The action class should be standing class, but the model recognizes it as sitting class. Occlusion occurs at the bottom of the body, so the subject's legs are not visible. The skirt that the subject wears is black, and the color is similar to the background so that it is not detected as foreground. Human detection only partially detects the body of the subject.

Figure 7b points out the error in action recognition from standing class to walking class. This error occurs because of the similarity between the action walking and standing. The resulting model sometimes classifies walking classes as standing and vice versa. Figure 7c indicates an error in action recognition due to poor lighting. Human detection methods cannot detect the whole body of the subject. An error occurred from a sitting class that is classified as a walking class.
The confusion matrix for the k-fold cross validation result for a grayscale model with sharpening and augmentation can be seen in Figure 8. The highest classification accuracy is on the standing and fall class. Confusion matrix of testing video for grayscale with sharpening model is shown in Figure 9. The highest classification accuracy is on the walking class. A lot of misclassifications happen in the sitting class.

4. CONCLUSION

In this paper, we have implemented the proposed method to make a comparison between preprocessing methods on CNN for human action recognition for five action classes, namely sitting, standing, walking, fall, and bend. Based on the k-fold cross validation result, the best preprocessing method is 64×64 grayscale image preprocessing with sharpening and augmentation in the form of the horizontal flip, with an accuracy of 0.852. In the

Figure 6: The sample results of action recognition from testing videos with detected area is indicated by green bounding boxes.

Figure 7: Sample of Recognition Errors.
testing results, it is found that best accuracy of 0.660 was obtained when utilizing the 64×64 grayscale image preprocessing with sharpening. Overall, it can be concluded that the preprocessing stage give effect to the accuracy of human action recognition system. In most cases, preprocessing results improve the accuracy.

Some of the misclassifications of the test dataset occur because of occlusion, lighting changes, clothing variations, and human detection errors. These problems will be open issues to be considered in the future works. To further improve the resulting model, research needs to be done using temporal information for action recognition, not just spatial information. The model that produces the best accuracy for testing is grayscale image processing with sharpening. However, this model still cannot recognize all actions correctly, so there is a need for further research on models and other preprocessing methods that can improve the accuracy of action recognition. It is also necessary to use more and diverse training data with more variations in age, gender, lighting, camera position, and clothing used. The use of Gaussian Mixture Model is a human detection method is still unable to overcome the problem of occlusion and lighting changes, so further research is needed using other human detection methods that are more resistant to occlusion and lighting.
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