Journal of Theoretical and Applied Information Technology -
31* August 2020. Vol.98. No 16 N
© 2005 — ongoing JATIT & LLS

Cialill

E-ISSN: 1817-3195

ISSN: 1992-8645 www jatit.org

ADEQUACY AND EQUIVALENCE OF THE TEXTS
TRANSLATED VIA MACHINE TRANSLATION SYSTEMS

IOKSANA TARABANOVSKA, 2YEVHENIIA MOSHTAGH, Ph.D., S MARIA OSINSKA, Ph.D.,
‘ARYNA RYZHENKO, Ph.D., SOLENA HAVRYLOVA

'ESL Teacher, INSITU Language School, Quebec, Canada
2Associate Professor, Department of Foreign Languages, O. M. Beketov National University of Urban
Economy in Kharkiv, Ukraine
3Associate Professor, Department of Foreign Languages, O. M. Beketov National University of Urban
Economy in Kharkiv, Ukraine
4Senior Teacher, Department of Foreign Languages, O. M. Beketov National University of Urban Economy
in Kharkiv, Ukraine
SSenior Teacher, Department of Foreign Languages, O. M. Beketov National University of Urban Economy
in Kharkiv, Ukraine

ABSTRACT

The article is devoted to the problem of adequacy and equivalence of the texts translated via machine
translation systems. The purpose of the study is to analyze existing machine translation technologies,
identify the main errors in the translation of the texts of various subjects, and select the translator which
does the highest quality translation of various thematic texts. Two main machine translation technologies
have been in focus of the research: a rule-based translation technology (Rule-Based Machine Translation,
RBMT) and a statistical translation technology (Statistical Machine Translation, SMT). It has been found
out that each technology has both advantages and disadvantages. Among all the studied translation systems,
namely Translate.ru (PROMT), Trident Software (Pragma), SYSTRANet, Babylon, Google Translate and
Yandex.Perevod, Yandex has proved to be the most successful to complete the translation task regardless
of the subject of the translation. Furthermore, it translates various lexical units quite well and confidently
copes with grammatical constructions. As it has been found out, Google Translate is inferior to Yandex in
the translation of lexical units, especially thematic ones, but has almost the same indicators regarding
grammatical correctness. In the third place is the PROMT translator, which translates grammatical
constructions well, but has problems with translating thematic vocabulary. The conclusion that can be
derived from the research is that we have the most reason to advise Yandex.Perevod to use for translating
the texts of different subjects. Despite of the fact that a genuine solution to the problem of machine
translation has not yet been found, the development of new scientific theories, modern achievements in the
field of Computer Science, Programming, and Linguistics give hope that it will be possible to satisfactory
solve this task in the immediate future.
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Computerized

1. ACTUAL VALUE OF THE PAPER AND
TARGETSETTING.

Machine translation (MT) is actively used in
various fields of human activity. Using MT it is
possible to understand the contents of large
volumes of texts quickly, that is impossible with the
traditional approach. Of course, people often want
to grasp the essence of the text being translated,
without its careful editing, but the development of
international relations and business requires higher
quality of translation. Nowadays, market offers a
large variety of machine translation systems, but
only a few organizations and employees use such
systems in their daily activities. In the article, the

authors tried to find out the cause of this
phenomenon: either it is the imperfection of
machine translation systems, or the inability to
work with these systems. The authors consider the
accuracy and quality of the texts on different
subjects translated by the machine translation
systems, taking into account the grammatical and
lexical structures of both the source and the
translating languages.

2. THE PURPOSE
THE STUDY.

AND OBJECTIVES OF

The purpose of the study is to analyze
existing machine translation technologies, identify
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the main mistakes in the translated various subjects
texts, and select the translator which does the
highest quality translation of various thematic texts.
The following tasks should be completed to achieve
the purpose:

- to analyze the basic technology of
machine translation;

- to define the criteria for selecting
translators to be tested;

- to make lexical, grammatical
thematic analysis of the translated texts;

- to evaluate the translation quality;

- to determine the difference between
machine translation and manual translation.

and

3. INTRODUCTION.

The idea of creating automatized translations was
born at the same time as the first computers
appeared. 1954 is considered the year of birth for
machine translation: this was the year when the first
public demonstration of computer assisted

The first computerized terminological base
appeared in the 1960s as required by the European
Coal and Steel Community. In terms of their
translation technique, the first generation systems
were very close to word-by-word translation: each
word or speach pattern in the source text was given

The second generation of machine
translation systems developed in the mid 1960s-
1970s. Their internal organization was more
complicated than the first one’s: instead of word-
by-word translation, an individual syntactic
structure was build for each specific sentence,
which was based on the input language grammar.
After that the structure was transformed into the
syntactic structure of the output language and only
then the word from the dictionary was substituted,
e.i. the synthesis of the sentence in the target
language occurred. At this stage, both the
morphological and syntactic analyses were used in
the machine translation, which significantly
improved the quality of the text at the output.
Challenges related to semantics, however,
remained. Thus, the next stage of machine
translation development falls into the 1980s, when
the first systems of a semantic type appear. This
class includes the systems of machine translation
based on the Meaning — Text Theory. This theory
creates a multilevel model, which allows to proceed
from the text to its meaningful structure written in a
certain universal language, after which a reverse
transfer from the written meaningful structure to
any natural language occurs. That is, a text that can
be translated by a computer must be written in a

translation took place.This historical event is
known as Georgetown experiment commemorating
the name of the University, which participated in
the experiment preparation together with IBM. The
essence of the experiment was as follows: 60
sentences in Russian written on perfocards were
given at the input, while the computer produced the
English translation of these sentences at the output.
The choice of the source language was stipulated by
the beginning of the cold war and the pressing
necessity to analyse huge volumes of data incoming
in the Russian language. The topic of the translation
was relatively narrow — petrochemistry, and all the
input sentences were very simple. Under these
conditions, the experiment turned out to be quite
successful, moreover, the task of machine
translation was supposed to be solved within the
next five years. Although, the following years of
research proved that the issue of machine
translation is much more complicated and
multidisciplinary than it had been expected.

an equivalent in the target language as it appeared
in the dictionary. The first generation systems were
not able to solve the issue of polysemy, did not
carry out any linguistic analyses, which resulted in
quite a low quality of translation.

way that the computer can understand: there must
be no ambiguity, and it must contain only terms
contained in the computer's dictionary and which
always have the same meaning.[1].

The transfer from the text to the meaning
and back does not happen directly, but in a number
of stages. Six levels of representation are identified
within this transfer. The pole levels are semantics
and phonetics, while the intermediate ones include
deep and surface syntactic representation and deep
and surface morphological representation. The
semantic level of representation is described by a
graph, while syntactic levels are implemented
through a dependency tree and finally the
morphological one is a linear structure. In spite of
its universal character and the whole potential of
the theory in general, its application in the machine
translation systems has not given any significant
quality advancement yet. Dozens of years of
research in machine translation showed how great
are the difficulties in transferring from a natural
language to the universal metalanguage.

Besides, worth mentioning is the rise of the
interactive systems of machine translation, which
require human interference at different stages of
translation[2], [3], [4], [5].
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Such interference can be implemented in the
following forms:

Post-editing: a human edits the text translated by
the machine.

- Pre-editing: a human edits the input text
adjusting it for an easier understanding by
a machine.

- Partially automated translation: a human
and a machine interact in the process of
translation. For example, the usage of
electronic dictionaries by the humans in
the process of translation; a human’s
participation in the machine translation to
solve difficulties.

- Mixed systems: for example,
including post- and pre-editing.

Throughout the years, the systems of machine

translation have undergone significant changes.

Today the number of machine translation services

is really great.

There are two main machine translation
technologies: rule-based (Rule-Based Machine
Translation, RBMT) and statistical (Statistical
Machine Translation, SMT).In the first one, in
order to receive a translation, well-known language
rules implemented in the form of linguistic
algorithms are applied to the text.The statistical
technology does not use such algorithms: it
gradually “learns” the language by comparing
thousands of parallel texts, that is, texts containing
the same information, but in different languages,
and selecting the most likely translation option on
this basis.

Let us consider these technologies in more

those

detail.
The rule-based translation process can be divided
into several stages.

1. Morphological  analysis:  the
gender, number, person and other morphological
characteristics of the words are indicated.In this
case, the problem of ambiguity arises: the same
word can refer to different parts of
speech.Forinstance, theEnglishword“bottom” can
be used as a verb (in the meaning of “to ground”,
“to touch the bottom”, “to get to the bottom”), as a
noun (in the meaning of “end”, “reason”, “bed”,
“underworld”) and as an adjective (in the meaning
of “lower”, “last”, “main”). At this stage, all
translation options are recorded.

2. Individual words are grouped.For
example, the group “many nice books” consists of
the quantitative word “many” for the plural, the
adjective “nice” and the plural noun “books”.This
allowssolving the problem of grammatical

ambiguity and removingsome‘“‘extra” meanings of
words.

3. The  syntactic  analysis  of
sentences, that is, the definition of the sentence
members and their place in the sentence.First, the
program searches for the predicate.Then, the
subject is searched before the found predicate.If it
is absent, then the algorithm searches for the
subject after the predicate.If there is no subject
there, then it is considered that the subject is absent,
as is the case, for example, in impersonal sentences
(“It snows.”).

4. The coordination of the found
parts of sentences and groups of dependent words is
a synthesis of sentences.

A similar approach to translation is used in
the SYSTRANet services of SYSTRAN and
Translate.Ru of the Russian company PROMT.

Until 2006, the use of rules was the only
way of machine translation, when the Google
Translate service appeared, based on a different -
statistical - approach to translation.

To operate effectively, the statistical
translation system needs an extensive database of
parallel texts. The sources of such texts may be
multilingual versions of various organizations'
websites, for example, a database of EU
documents.At the same time, for the correct work
of the translator, it is necessary to have a huge
number of parallel documents in the database.

It is not surprising that the first available
statistical translator was the service of the largest
online search engine — Google.Soon, competitors
followed: Bing with Microsoft Translator and
Yandex with Yandex.Perevod.

The latter system, according to the
developers, consists of three main parts: a
translation model, a language model, and a decoder.

A translation model is a table in which, for
all words and phrases in one language known to the
system, all possible translations into another
language are listed and the probability of these
translations is indicated.The translation model is
created in three stages: first, parallel documents are
selected, then the pairs of sentences in them, and
finally, the pairs of words or phrases.

The second component of the machine
translation system is the language model.

To create it, the system studies hundreds of
thousands of different texts in the desired language
and compiles a list of all the words and phrases
used in them, indicating the frequency of their
use.A language model is a representation of
knowledge of the system of the languageinto which
the text is to be translated.
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The third component of the translator, the
decoder, is directly involved in the translation.For
each sentence of the source text, itselects all
translation options combining phrases from the
translation model and sorting them in the
descending order of probability. Then the decoder
evaluates all the resulting options using the
language model.

For example, a user wants to translate the
phrase “to be or not to be”. Let us suppose that of
all the variants of its translation in the translation
model, the combination of “ObITh MM He ObIBaeT”
has the maximum probability, and then comes in a
close second the combination of “ObITb MM He
ObITh”, etc.After the translation model, the decoder
turns to the language model, which says that “ObITh
w He OBITh”’is used more often than to “ObITh MM
He ObiBaeT”.As a result, the decoder selects the
sentence with the best combination of probability
(in terms of the translation model) and frequency of
use (in terms of the language model).

Each technology has its pros and cons.A
rule-based translation system usually produces a
more or less coherent translation, through which the
user can guess the meaning of the text.The system
has customization options for translating texts with
specialized terminology, in particular, the ability to
connect to thematic dictionaries.

The statistical translation system is perfect
for translating stable phrases.Such systems are quite
flexible: if something changes in the language, for
instance, people start writing a word in a different
way, and then the system notices this as soon as
new texts get to it.On the other hand, a “statistical”
translation of the same term may turn out to be
different depending on the context, which is not
always desirable.At the same time, rule-based
technology can provide the same translation of the
same term.

The quality of the “statistical” translation
directly depends on the volume and versatility of
the parallel text database.

Often there are not enough such texts and
translation between languages supported by the
system is done through an intermediate translation
into English.There are languages that go through a
double translation process.For example, translation
from Belarusian and Ukrainian languages is first
carried out into Russian, then into English, and only
then into the target language.This can be seen by
comparing the direct translation and the translation
performed in the specified ordered chain.However,
this situation may well change when a sufficient
base of parallel texts is accumulated.

Freely available online machine translation
(MT) tools, such as Google Translate and Microsoft
Translator, use statistical translation models trained
from a large amount of text data in the relevant
languages. The quality of MT tools has improved
steadily over the last few years, but these tools are
not error free. Moreover, MT tools are often better
at translating generic text, such as news articles,
than translating domain-specific text containing
specialized vocabulary [6]. Thus, there is concered
that the quality of MT alone might not be sufficient
[71, [8], [9], [10]. Evidence indicates that MT
combined with human postediting produces a
quality product.

The problem of automatic testing has been
considered in many papers[11], [12], [13], [14],
[15].

All this suggests the combination of the
advantages of both technologies.Indeed, PROMT
acquired parallel databases from Google (the body
of texts is over 24 GB in a compressed form) and at
the end of 2010 introduced a hybrid translation
technology.

The essence of such a combination is that
instead of one translation option, the program
generates many options, the number of which in
one sentence depending on the polysemy of words,
constructions and results of statistical processing,
can reach several hundred.Further, a probabilistic
language model allows choosing the most probable
option from the proposed ones.

In order to improve the quality of
translation, online translators are updated on a
regular basis. Each update is tested first. For this, an
algorithm for evaluating the quality of machine
translation is wused. The algorithm is called
BLEU(Bilingual Evaluation Understudy): the
translation of specially selected texts received by
the system is compared with the reference one, and
if the data from the newly studied documents
worsened the quality of the translation, they are
rejected. Various methods for theevaluation for
machine translationhave been employed. BLEU
was one of the first metrics to report high
correlation with human judgments of quality. The
metric is currently one of the most popular in the
field. The central idea behind the metric is that "the
closer a machine translation is to a professional
human translation, the better it is" [16].

A number of services organize feedback
with the user: he can offer his own version of the
translation (Google Translate and Translate.Ru) or
approve / condemn the translation performed by the
system (Bing). However, such an approach, with all
its attractiveness, can, on the contrary, lead to a
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deterioration in the quality of translation due to the
low qualification of volunteer assistants.It is
believed that MT can be useful for particular types
of technical documentation. However, the
efficiency of MT, be it Google Translate or any
other expensive program, is therefore basically
determined by the quality and the volume of the
specialized dictionaries that the program comprises
[17].

Typically, machine translation systems are
checked before launching, either using special
algorithms or manually by people.In the second
case, checking, even if it is slower, allows
evaluating the quality much better.

Nevertheless, even such a check generally
takes place at the level of sentences, and much less
often at the level of the text, which may affect the
coherence of the whole text and, as a result, its
understanding by the reader.The most common
standard for comparing translations is probably
quality, a notion that itself requires definition. If we
follow the insights of TS, quality cannot be an
absolute notion, but must be related to purpose and
context [18].

The Department of Foreign Languages at
O.M. Beketov National University of Urban
Economy in Kharkiv, Ukraine, carried out an

experiment to evaluate the quality of machine
translation and recommend a translation service for
translating the documents in a variety of topics. The
focus was mainly placed on linguistic and semantic
analysis.The research was carried out in
cooperation with the Uniersity’s Canadian partner
institution INSITU Language School, Quebec,
which specializes in training French speaking
government officials for English language exams.
The Canadian partners were responsible for
selecting the proper source texts in English, while
the researchers from the Ukrainian University
carried out the translation analysis of the target
texts in Ukrainian.

Currently there are dozens of online translation
platforms. We have chosen six services supporting
the Russian language: PROMT (Russia), Trident
Software (Pragma) (Ukraine), SYSTRAN (France),
Babylon (Germany), Google Translate (USA) and
Yandex.Perevod (Russia). The following criteria
were applied in choosing the translation platforms:
number of symbols to be translated, availability of
the built-in dictionary, possibility to translate the
text directly from the file, availability of samples,
possibility of automatic language identification,
possibility to edit the translation and to choose the
topic of the text to be translated.

Translate. Trident SYSTRA | Baby Google Yandex.
phe Software Net lon Translate Perevod
(PROMT) | (Pragma)
Translation of over
+ - - + + +
3000 symbols
Built-in dictionary + - + + - -
Translation directly
+ - + - + +
from the file
Translation samples + - - - - -
.‘Auto?natlc~ language " i + ) . "
identification
Trapslatlon editing N i ) ) " N
option
Choice of topics + + - - - -

Thus, Translate.ru (PROMT) can translate
up to 3,000 symbols, has a built-in dictionary, a
choice of contexts, uses about 20 topics. Besides, it
has the function of checking the spelling,
translation editing and printing, the function of
saving the translations is also available.

Trident Software (Pragma) works only
with 5 topics, but can build in a program and has a
function of saving translations. Specializes in
Slavic languages, but generally supports 56
languages, including the exotic ones.

SYSTRANet can translate up to 2,000
symbols, offers an alterative variant of translation,
which is definitely an advantage.

Babyloncan a built-in dictionary, as well a
thesaurus and can be integrated into browsers.

Google Translate can translate up to 5,000
symbols. When translating separate words, it
automatically shifts into an online dictionary mode.
GoogleTranslate’s distinctive feature is vocalization
and hand-written input. Another useful function is
the availability of transcription and transliteration.

Yandex.Perevod provides translation of up
to 10,000 symbols, supports both voice and text
input, is capable of translating texts from pictures.
This translator has a function of spelling checking
in the source text and the option of saving
translations.
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There are some machine translation evaluation
survey works, where people introduced more
details about what kinds of human evaluation
methods they used and how they work, such as the
intelligibility,  fidelity,  fluency, adequacy,
comprehension and informativenes, etc. For
automatic evaluations, the also did some clear
classifications such as the lexical similarity
methods, the linguistic features application, and the
sub fields of these two aspects. For instance, for
lexical similarity, it contains edit distance,
precision, recall and word order; for linguistic
feature, it is divided into syntactc feature and
semantic feature respectively [19], [20].

To evaluate the quality of translation, we
used no-fee online translators. Six popular servers
have been tested in order to identify, which of them
is the best in terms of fulfilling its functions.

For testing the quality of translation from
English into Russian, three texts of various topics
have been chosen. The choice of topics is
connected with the need to translate big volumes of
texts in the area of economics and transportation for
the correspondent University departments. The
translations were assassed both in terms of the

ability to identify the topic and correct translation
of lexical units, as well as in terms of the correct
translation of grammar patterns. The first text was
an abstract from an article called The latest in high-
speed train technology, published in Machine
Design journal in November 2011 roma. It deals
with the railway area. The second text is a sample
of a bell-lettre text The interesting most boring man
in the world, offered by the British Council for the
learners of English. And the third one is an abstract
from the article called The Economy Is Expanding.
Why Are Economists So Glum?, that was published
in The New York Times released on the 8" of
January, 2020.Sure enough, this kind of testing is
far from the level provided by the BLEU
methodology, but even it can offer useful
information for consideration.

4. RESULTS.

The first abstract included railway terminological
units and simple grammar patterns. We compared
original text with the translations made by different
translators. The first translation was made by
PROMT translator.

Original text

Translation by PROMT

The train set, which includes all the passenger cars,
has a driving car. It is the lead car and features a
sloped, aerodynamic nose and a relatively small
compartment at the front of it to accommodate a
windshield, the controls, and communication
equipment, as well as the driver, the only person
really needed to drive the train. The rest of the
driving car is outfitted for passengers.

B komniexme noez008, 6 KoOmopulii 6x00sam 6ce
NAccaXcupcKue 6aomvl, UMeemcs: e30080l Ba2OH.
Omo eedywuil 6azon u OMAUYAENCA HAKIOHHBIM,
A3POOUHAMUYECKUM —~ HOCOM U OMHOCUMENbHO
HeOONbUUM OMCEeKOM 6 NepeoHell e20 uyacmu Ois
pasmewyenus 710606020 cmexia, opeanos
VAPAGACHUs. U annapamypvl Cesa3u, a maxoice
MauwuHucma, eOUHCINBEHHO20 yenosexd,
OeticmeumenvHo  HeobxXo0uMo20 Ol BOHCOCHUS
noesoa. Ocmanvhas yacmo osuoicywe2ocs
agmomoousi 000py008ara Ol NACCANCUPOS.

As the result PROMT identified the topic, but made mistakes in the translation of lexical units.
Unfortunately, shifting the topic did not improve the quality of translation. There were not problems with

grammar and case agreement.
Translation made by Pragma:

Original text

Translation by Pragma

The train set, which includes all the passenger cars,
has a driving car. It is the lead car and features a
sloped, aerodynamic nose and a relatively small
compartment at the front of it to accommodate a
windshield, the controls, and communication
equipment, as well as the driver, the only person
really needed to drive the train. The rest of the
driving car is outfitted for passengers.

Habop noesda, komopwiti eKkmouaem 6ce J1ecKogbie
asmomoouny, umeem osuzarouwuics aemomoouib. On
AGNAEMCS  CEUHYOBLIM AGMOMOOUNeM U  U300padicaem
HAKIOHAIOM, AIPOOUHAMUYECKUU HOC U OMHOCUMENbHO
MalleHbKoe — Kyne — Ha4  (Qpoume  3mo2o,  4mobvl
npucnocobums  6emposoe  CMeKlio,  YApPAGIeHUs, U
annapamypy ceésa3u, makdce Kak U G0OUmens, MOAbKO
person  0eticmeumenbHO  HYJICHO — ObLI0  ynpasisimo
noezdom. OcmanvHas 4acmov 08U2aAIOWE20Cs ABGMOMOOUNS
CHAPAHCACMCSL OTIsL RACCANCUPO8.
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Pragmaconfused the topics and the parts of speech. However, it didn’t have any critical problems
with pronouns and cases. The word person has been translated.
The next translation was made by SYSTRANet.

Original text

Translation by SYSTRANet

The train set, which includes all the passenger cars, has a
driving car. It is the lead car and features a sloped,
aerodynamic nose and a relatively small compartment at
the front of it to accommodate a windshield, the controls,
and communication equipment, as well as the driver, the
only person really needed to drive the train. The rest of
the driving car is outfitted for passengers.

B komniexme, kmiouaroujem 6ce naccadCupcKue 8a2omol,
umMeemcs. A8MoMawurda. Imo 20108HOU A6MOMOOULb, HA
KOMOPOM UMEEMCsl U3PE3AHHbII A3POOUHAMUYECKULL HOC U
OMHOCUMENLHO  HeOObUWION  OMmCeK cnepeou, 4moovl
pasmecmums 6empogoe CMeKI0, dINEMEeHNbl YIPAGICHUSL U

obopydosanue ces3u, a maxoice gooumenw,
COUHCMBEHHBIU YeN08€eK, OeUCmEUmenbHo HeoOXx00uUmMblll
onsi  ynpaenenusi — noezdom.  Ocmanvhas — yacmo

agmomoouns 060pyo008ana 0na NACCAMCUPOS.

SYSTRAN tried to identify the topic, but eventually made a mistake. It had small problems with
translation of lexical units. However, no critical problems arose with grammar and case agreement.

Translation made by Babylon:

Original text

Translation by Babylon

The train set, which includes all the passenger cars, has a
driving car. It is the lead car and features a sloped,
aerodynamic nose and a relatively small compartment at
the front of it to accommodate a windshield, the controls,
and communication equipment, as well as the driver, the
only person really needed to drive the train. The rest of
the driving car is outfitted for passengers.

Iloe30, komopwili exkmIOuUGem 6 cebs 6ce JecKosble
asmomobunu, eoxcoenue asmomoouns. Ona sensiemcs
sedywjeil Mawiune u umeem noao2utl, aspOOUHAMULECKUEe
HOCOM U CPABHUMENLHO HeOONbUWOU OMCeK 6 NepeoHell
yacmu oHa Ha 1006060e CMEKI0, INeMeHMbl YNPAGLeHUs, U
KOMMYHUKAYUOHHO20 000py008aHusl, a makdice opaieepd,
COUHCTNBEHHBIM 4eN08EeKOM, OCUCMBUMELbHO HEOOX00UMO
exambv Ha noesde. B osudcywemcs asmomodune
VCMAHOGIeHa YMUiuma 0Jisi NAcCanicCupos.

Babylon has not completely managed the translation. It has not identified the topic, Wrongly_
translated a big amount of words, cases and parts of speech have not been agreed, pronouns have been

confused.
Translation made by Google:

Original text

Translation by Google

The train set, which includes all the passenger cars, has a
driving car. It is the lead car and features a sloped,
aerodynamic nose and a relatively small compartment at
the front of it to accommodate a windshield, the controls,
and communication equipment, as well as the driver, the
only person really needed to drive the train. The rest of
the driving car is outfitted for passengers.

Iloe30, komopwill éxnouaem 6 ceds 6ce NACCANCUPCKUE
6a20HbL, UMeem 6a20H. IMo 6e0yuull 6a20H, ¢ HAKIOHHbIM
AIPOOUHAMUYECKUM HOCOM U OMHOCUMENHO HeDONbUUM
OmceKoM 6 nepeoneti uacmu OJisk PA3MeweHus: 6empo6o20
CmeKna, OpeaHo8 YNpasieHus U KOMMYHUKAYUOHHO2O
0b6opydosanus, a makdce OOUMENsl, €EOUHCMEEHHO20
yenogeka, KOmopwlli  OeUCmEUMeNbHO — HYICOAIC 6
ynpasnenuu noe3oom. OCmanbHAs Yacmv BOHCOEHUS
asmomoouns 060py008ana OJis NACCAHCUPOS.

Translation made by Yandex:

Original text

Translation by Yandex

The train set, which includes all the passenger cars, has a
driving car. It is the lead car and features a sloped,
aerodynamic nose and a relatively small compartment at
the front of it to accommodate a windshield, the controls,
and communication equipment, as well as the driver, the
only person really needed to drive the train. The rest of
the driving car is outfitted for passengers.

B noesoe, komopwiii exkniouaem 6 cebs 6ce naccaniCupcKue
6a20HbL, eCMb B00UMENbCKULL 8A20H. DMO 20108HOU 8420H
c HAKIOHHBIM aAPOOUHAMUHECKUM HOCOM u
OMHOCUMENbHO HeDONbUIUM OMCEKOM 8 nepeoHell Yacmu
01 pazmewyerus 10006020 CMeKld, OP2aH08 YNpPAaeieHus
U KOMMYHUKAYUOHHO20 — 0060pYO008aHus, a  MaKoice
6ooumensi, EOUHCMBEHHO20 Helo8eKd, OelCmEUmMeNbHO
HeoOxX00uMo2o 01 ynpagieHus noe3oom. OcmanvHas
uacmev asmomoouss 060py008ana 0isk NACCANCUPOB.

Google and Yandex correctly identified
the topic, but changed it in the last sentence. Both
translators managed the translation of grammar
patterns and case agreement well enough. However,

Google made a mistake when translating the tense
and omitted the word driving which was the key
one.
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The table shows that Yandex.Perevod has
been the best to deal with a technical translation,

100% - correct human translation
0 - completely mappropriate translation

FEEES

N
]

“BEE

Pragma

a Promt SYSTRANeT Babylon
both in terms of lexical units translation and the
translation of grammar patterns.

The second abstract was the one from a
belle-lettre text and included complicated grammar

construcitons, suchastenses, successionoftenses,
impersonalclauses, as well as quite simple lexical

Fig 1

[ vocabulary (Transport)

grammar

Yandex '

units. The first translation was made by Promt
translator.

Google

Original text

Translation by PROMT

People often said that Thierry Boyle was the most
boring man in the world. Thierry didn’t know why
people thought he was so boring. Thierry thought
he was quite interesting. After all, he collected
stamps. What could be more interesting than
stamps? It was true that he didn’t have any other
hobbies or interests, but that didn’t matter for
Thierry. He had his job, after all.

JIroou yacmo eosopunu, umo Teeppu bBoun Ovin
CAMBIM CKYYHBIM uenosekom 6 mupe. Toeppu He
3HAT, ROYEMY TOOU CHUMAION €20 MAKUM CKYYHbIM.
Toeppu cuuman e2o 00601bHO UHMEPEeCHbIM. Bedwb
OH  cobupan mapku. Ymo  moowcem  Ovimb
unmepectee mapok? Ilpagoa, opyaux yeneueHuu unu
unmepecos y nez2o He 6wiio, no oast Teeppu 5mo He
umeno 3Hayenus. B xonye xomyoe, y Heco OvLia
paboma.

PROMT got a little bit lost in the succession of tenses and translation of pronouns, while it had no
problems with translating lexica units, incuding proper names.
A mistake in the succession of tenses was also made by Pragma:

Original text

Translation by Pragma

People often said that Thierry Boyle was the most
boring man in the world. Thierry didn’t know why
people thought he was so boring. Thierry thought
he was quite interesting. After all, he collected
stamps. What could be more interesting than
stamps? It was true that he didn’t have any other
hobbies or interests, but that didn’t matter for
Thierry. He had his job, after all.

Jlioouuacmozosopunu, umo ThierryBoyle senisemcs
bonvuie 8ceeo CKyUHbIM Mydcuunol ¢ mupe. Thierry
He 3HAl, nouemy 00U OYMAIU, YMO OH MAKOU
sanyonuswiii. Thierry oyman, umo ou aeisiemcs quite
unmepecyem. B KoHye KOHYo8, OH coOpanl MapKu.
Ymo cmoeno Ovimb 6Gonvuie unmepecyem, Hem
mapku? mo ObLIo 8epHO, YMO OH He umeem Jiobblx
opyaux xo06u unu uHmepecos, HO MO He UMeNo
sHayenuss ons Thierry. Oun umen ceoio pabomy, 8
KOHYe KOHYO08.

The grammar patterns were misunderstood by the translator. Besides, it made critical mistakes
when translating lexical units and parts of the speech, did not agreed the latter. Pragmawas the only
translator out of six, which did not manage to properly translate a proper name. The word quite remained

untranslated.
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The next translation was made by SYSTRANet.

Original text

Translation by SYSTRANet

People often said that Thierry Boyle was the most
boring man in the world. Thierry didn’t know why
people thought he was so boring. Thierry thought he was
quite interesting. After all, he collected stamps. What
could be more interesting than stamps? It was true that
he didn’t have any other hobbies or interests, but that

didn’t matter for Thierry. He had his job, after all.

JIroouuacmozosopunu, umo Teeppuboiindviicam
bLMCKYYHbIMUen08exomemupe. Toeppunesnan,no
YeMYMI0OUOYMATU, YMOOHMAKOUCKYUHbLL. Toepp
UCYUMANIe200080IbHOUHMEPeCHbIM. BKOHYeKoHY
08,0Hcobupanmapxu. Ydmomosicembamvunmepec
HeemMapox ? Dmonpasoa, umoyne2onedvlio0py2ux
X0OOUUTUUHMEPEC OB, HOIMOHEUMENOZHAUEHUSLON
saTveppu. Bxonyekonyos,yne2obviiapaboma.

SYSTRAN did not take into account the succession of tenses and incorrectly translated the
pronoun. The transation of the impersonal sentence also caused difficulties. At the same time no critical

probles arose when translating lexical units.
Translation made by Babylon:

Original text

Translation by Babylon

People often said that Thierry Boyle was the most
boring man in the world. Thierry didn’t know why
people thought he was so boring. Thierry thought
he was quite interesting. After all, he collected
stamps. What could be more interesting than
stamps? It was true that he didn’t have any other
hobbies or interests, but that didn’t matter for
Thierry. He had his job, after all.

JIioou uacmo 2oeopsim o mom, umo Teeppu boiin
OvL1 camulil cKyumbill wenosek 6 mupe. Toeppu He
3HAI0, nOYeMy 00U OYMAAU, YUMo OH Obll MAaK
ckyuno. Tvepu Oymanu, umo oOH Obll 00B0AbHO
unmepecHviM. B Konye konyos, on cobupan mapxu.
Ymo mooicem Ovbimb 6once UHMEPECHbIM, YeM
noumosvsle mapku? BepHo, umo on He ecmb KaKue-
mo opyeue x006u unu uHmepecvl, HO MO He UMENO
snauenust onst Teeppu. ¥ ne2o 3adanue, nocne écex.

Babylon got lost in the succession of tenses, incorrectly translated parts of the speech and made

critical mistakes when translating lexical units.
The next translation was made by Google:

Original text

Translation by Google

People often said that Thierry Boyle was the most
boring man in the world. Thierry didn’t know why
people thought he was so boring. Thierry thought
he was quite interesting. After all, he collected
stamps. What could be more interesting than
stamps? It was true that he didn’t have any other
hobbies or interests, but that didn’t matter for
Thierry. He had his job, after all.

Jhoou uacmo zosopunu, umo Tveppu boiin Ovin
CaMbiM CKYYHbIM Yerosekom 6 mupe. Toeppu He
3HAN, noyemy moOu OYMAnu, Hmo OH MAKoU
ckyunwill.  Toeppu nooyman, u4mo OH 00BOJLHO
unmepecHolli. Bedv ou cobupan mapku. Ymo
Modicem  Obimb  UHMepecHee, uYemM Mapku? Omo
npagoa, umo y He2o He OblI0 HUKAKUX Opyeux
yeneueHull uiu unmepecos, Ho 0as Teeppu 3mo He
umeno 3Hayenus. B xonye komyos, y Heco 6Gvlia
paboma.

Google Translate left the succession of tenses beyond its attention. However, no problems arose

with translating parts of speech and lexical units.
The last translation was made by Yandex:

Original text

Translation by Yandex

People often said that Thierry Boyle was the most
boring man in the world. Thierry didn’t know why
people thought he was so boring. Thierry thought
he was quite interesting. After all, he collected
stamps. What could be more interesting than
stamps? It was true that he didn’t have any other
hobbies or interests, but that didn’t matter for
Thierry. He had his job, after all.

Jhoou wacmo 2oeopunu, yumo Teeppu Botinb-cambiii
CKyuHblll uenogek Ha ceeme. Tveppu He nonumar,
novemy 00U CUUMAIOmM e20 MAKUM CKYYHbIM.
Tveppu nooyman, umo OH OYeHb UHINEPECHDIL
yenogex. B Konye KOHYoS8, OH KONNEKYUOHUPOBATL
mapku. 9mo mooicem 6vimv uHmepecree Mapox?
Ilpaeoa, y meco He OblL10 Opyeux yeneweHuil uiu
unmepecos, Ho 01 Teeppu 2mo e umeno 3HaueHus.
B konye konyos, y neco ecms paboma.

Yandex perfectly coped with these task. The translation of grammar patterns did not cause any
difficulties. There was just one mistake made by Yandex in translating a lexica unit.

As can be seen from the figure 2, Yandex showed the best results, both in the translation of
vocabulary and in the translation of grammatical patterns.The translators Translate.ru and Google Translate
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were close second. The translator Translate.ru did well in translating vocabulary, but did not do well with
grammar. Google Translator was a bit inferior in translating vocabulary, but it was better at grammar.

>

% 100% - correct human translation
0 - completely inappropriate translation

"FEEEEREREF

Promt Pragma SYSTRANeT Babylon

o
i
[¥]

— M [ vocabulary (General)

grammar

Google Yandex

In the third fragment emphasis was placed on economic topics, grammatical constructions consisted of
complex sentences, which included participles and gerund.

Original text Translation by PROMT
The cuts, and to a lesser degree the additional spending, | Cokpawenue, u 6 menvwieil cmenenu OONOTHUMENbHbIE
have helped push the federal budget deficit to nearly 81 | pacxooul, nomoanu NOOMONIKHYMb oegpuyum

trillion a year, even as unemployment lingers near a half-
century low. Fiscal deficits remain high in several other
wealthy nations, particularly given how far into an
economic expansion those countries are.Interest rates
have been dropping across advanced economies, thanks
to long-running trends like population aging. That leaves
central banks — which usually stoke growth by making
borrowing cheaper — with far less conventional power in
a recession.

gedepanvrozo 6100xcema noumu 0o 81 mpan 6 200,
HecMompsl Ha Mo, Ymo 6e3pabomuya coXpaHsaemcs: OKoI0
nonyeeko6020  MuHumyma.  Brooscemuuili  Oepuyum
ocmaemcsi GblCOKUM 8 pside Opyeux 602amvlx CMpaAH,
0CODEHHO € YyYemom mo2o, HACKOIbKO OALeKO HAXOOAMCs
amu cmpanul 6 npoyecce IKOHOMUYECKO20
pocma.llpoyenmuvie CMAKU CHUICAIOMCSA 6 PA3BUMBIX
cmpanax 61a200aps OIUMENbHbIM MEHOEHYUAM, MAKUM
Kak cmapenue HaceieHus. Jmo ocmasiaem yenmpaibHoie
OaHKu - Komopvle 00bIYHO CMUMYIUPYIOM pOCm, O0ends
3AUMCBOBAHUSA Oewese - ¢ 20pa300 MeHbuel 00bIYHOU
81IACHIBIO 8 peyeccull.

PROMT translator identified topics, but made small mistakes in translating vocabulary. The

translator coped with the grammar quite well.
Translation made by Pragma:

Original text

Translation by Pragma

The cuts, and to a lesser degree the additional spending,
have helped push the federal budget deficit to nearly $1
trillion a year, even as unemployment lingers near a half-
century low. Fiscal deficits remain high in several other
wealthy nations, particularly given how far into an
economic expansion those countries are.Interest rates
have been dropping across advanced economies, thanks
to long-running trends like population aging. That leaves
central banks — which usually stoke growth by making
borrowing cheaper — with far less conventional power in
a recession.

Paspesvl, u x Mmenbwemy 2paoycy OOnOJHUMENbHbIL
PAcxoo, uUMelom NomMo2 MOAKAIOM  20CYOapCmMEeHHbLIl
61002cemublil depuyum npubauzumenvro K $1 mpuniuony
200, dadice, max Kak 6e3pabomuya 3acudicuéaemcs 8o3ie
half-century nusko. Biodocemuvie degpuyumer ocmaromcs
BbICOKO 6 HEKOMOpoM Koauvecmee oOpyeue 6ozamvle
Hayuu, 0cobeHHO OanHble, KaK OANeKO 8 IKOHOMUHECKOM
npoysemanuu me cmpauvi ecmv.lIpoyenmuvle cmagku
Kanaiom uepe3 nepedogvle IKOHOMUKU, Ccnacubo K
3axomemv-mexKyuum meHOeHYUsIM NOOOOHO CMAPEeHUr
Hacenenus.. Omo ocmaensiem YeHMpaibhvle OAHKU -
Komopulii 06b1uHO stoke pocm, cozo0asas 3aumcmeosanue
deutegnie - ¢ OaneKum menee 00YCI06IEHHASI MOWHOCY 8
cnade.)
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Pragma showed the worst results both in terms of vocabulary and grammar.It tried to recognize the
topic, but incorrectly translated the vocabulary, the words “half-century” and “stoke” remained
untranslated.In terms of grammar, the following mistakes were observed: inconsistency of parts of speech,
non-recognition of Perfect Tense, disturbed word order in a sentence, complete mismatch of grammatical

constructions.
Translation made by SYSTRANet:

Original text

Translation by SYSTRANet

The cuts, and to a lesser degree the additional spending,
have helped push the federal budget deficit to nearly $1
trillion a year, even as unemployment lingers near a half-
century low. Fiscal deficits remain high in several other
wealthy nations, particularly given how far into an
economic expansion those countries are.Interest rates
have been dropping across advanced economies, thanks
to long-running trends like population aging. That leaves
central banks — which usually stoke growth by making
borrowing cheaper — with far less conventional power in
a recession.

Cokpawjenuss u 6 MeHbulell cmeneHu OONOIHUMENbHbLE
pacxoovl  nomoenu odosecmu Odeuyum pedepanrbHoeo
b10021cema 0o noumu 1 mpuriuora 0oanapoes & 200, oaxce
HecMOmpsi Ha MO, YMO YPoseHb 6e3pabomuybl OCMaemcs
Ha  ypoeHe, OMUKOM K  NOLYBEKOBOMY  VPOGHIO.
brooocemnwiti  depuyum  ocmaemcsi  6blCOKUM 6
HEeCKONbKUX — Opyeux  6oeamuvlx  Ccmpaax, O0COOEHHO
VUUMbBIBAsl, HACKONbKO OGNeKO OHU NPOOBUHYIUCH 6
aKoHomuyeckom pazsumuu.Ilpoyenmuvie cmaeku nadarom
6  pazeumvlx cmpamax — 01a200apsi  00A20CPOYHBIM
meHOeHyusiM, MAaKuM Kak cmapenue Haceienus. B
pesyibmame YeHmpaibHvle OAHKU... KOMOpble O0ObIYHO
3ameo0nam pocm, O0eids 3aumvl deuiesie — ¢ 20pa300
Menee mpaouyuoHHOU 61ACMbIO 8 PeYeCcCuu.

SYSTRANet recognized economic topics
vocabulary.However, the translator had no problems
Translation made by Babylon:

and quite successfully coped with the translation of
translating grammatical constructions.

Original text

The cuts, and to a lesser degree the additional spending,
have helped push the federal budget deficit to nearly $1
trillion a year, even as unemployment lingers near a half-
century low. Fiscal deficits remain high in several other
wealthy nations, particularly given how far into an
economic expansion those countries are.Interest rates
have been dropping across advanced economies, thanks
to long-running trends like population aging. That leaves
central banks — which usually stoke growth by making
borrowing cheaper — with far less conventional power in
a recession.

Translation by Babylon
Paspesvl u 6 MeHbwiel cmenenu  OONOIHUMENbHbIX
pacxodos, nomoenu push Oeguyum  ¢hedepanbHozo

6100021cema 00 noumu $1 mpan. é 200, oasice Hecmompsi Ha
mo, umo 6e3pabomuya COXpaHAemcs NOUmu noigexd.
broooicemnoeo  depuyuma  no-npexcremy ocmaemcs
8bICOKUM, U 8 pAde Opyeux 602amvix cmpaw, 0COOEHHO ¢
VUEmOM MO20, HACKOIbKO OANeKO 6 3SKOHOMUUECKO20
pocma smux cmpat. TIpoyenmuvle cmasku Ovliu naoas 6
cmpanax ¢ paseumoun  SKOHOMUKOU, — 0aazooaps
OnumenvHol meHoenyuu, Kak cmapenue Hacenenus.O
MOM, YMO IUCMbA YEHMPATbHLIX OAHKOE (YWmo 00bIYHO
CMOK pOCma nymem 3aumMCcmeo8anus oewesne - ¢ 20pazoo
MeHee MPAOUYUOHHBIX UCMOYHUKOS 8 PeyecCull.

Babylon translator tried to recognize the subject matter, but ended up translating the vocabulary
incorrectly.As well as Trident, it did not completely cope with all the grammatical constructions, thus

showing the same negative result as Pragma.
Translation made by Google:

Original text

Translation by Google

The cuts, and to a lesser degree the additional spending,
have helped push the federal budget deficit to nearly 31
trillion a year, even as unemployment lingers near a half-
century low. Fiscal deficits remain high in several other
wealthy nations, particularly given how far into an
economic expansion those countries are.Interest rates
have been dropping across advanced economies, thanks
to long-running trends like population aging. That leaves
central banks — which usually stoke growth by making
borrowing cheaper — with far less conventional power in
a recession.

Cokpawenus u, 6 MmeHvuieli cmenenu, OONOTHUMENbHbIE
pacxoovl nomoenu odogecmu  Odegpuyum hedepanrbHozo
b10021cema noumu 00 1 mpuinuora 0o1apos 6 200, dasxce

HecMOmMps  HA MO, uMO  YpoeeHb  be3pabomuybl
npubnuxcaemcst K NOYBEKOGOMY MUHUMYMY.
brooocemnwiti  depuyum  ocmaemcsi  6bICOKUM 8

HeKOmopulx Opyaux 6o2amuvlx CMpPAHax, O0COOeHHO ¢
yYemom  mo2o, HACKONbKO — O0aneko 9mu  CMpaHsl
HAX00AMCS 8 IKOHOMUYECKOU dKcnancuu. IIpoyenmmuvle
CMABKU CHUNCAIOMCS 6 CIMPAHAX C PA3BUMOU SKOHOMUKOUL
bnazoodaps maxum 001208PEMEHHbIM EHOeHYUAM, KaK
cmapenue Hacenenus. Mo 0CmMagisiem YeHmpaibHoiM
bankam, Komopvie 00bLIYHO CMUMYAUPYIOM pocm, Oends
3aumcmeosanusi Oonee OeulesbiMu, ¢ 20pa300 MeHbluel
VCIOBHOCIbIO 8 YCIOBUAX peyeccul.
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Google Translate did not cope with thematic vocabulary, although it recognized the subject
matter.Google Translator had no problems translating grammatical constructions as well.

Translation made by Yandex:

Original text

Translation by Yandex

The cuts, and to a lesser degree the additional spending,
have helped push the federal budget deficit to nearly 31
trillion a year, even as unemployment lingers near a half-
century low. Fiscal deficits remain high in several other
wealthy nations, particularly given how far into an
economic expansion those countries are.Interest rates
have been dropping across advanced economies, thanks
to long-running trends like population aging. That leaves
central banks — which usually stoke growth by making
borrowing cheaper — with far less conventional power in
a recession.

Omu  cokpawenus U 6  MeHbuleil  CMeneHu
OONONHUMENbHBIE PACX00bl NOMO2TU 008ecmu Oehuyum
¢eoepanvrozo  0w00ncema noumu 0o 1 mpurnuona
donnapoe 6 200, HecMomps Ha mo, umo be3pabomuya
ocmaemcsi NOYMU HA NOJYBEKOBOM MuHumyme. Jeduyum
010031cema ocmaemcs 6bICOKUM & pside Opyaux 602amuix
cmpan, 0CODEHHO YYUMbIBAsl, HACKONbLKO OdNeKO OHU
NPOOBUHYIUCH 8 IKOHOMUYECKOM passumuu. [Ipoyenmmuvle
cmasku - nadaiom 80  8CeX CMPAHAX ¢ pA36Umoll
9KOHOMUKOU, — Onazooapsi —~ Makum  O00A20CPOUHBIM
MeHOeHYUAM, KaK cmapeHue HaceneHus. dmo ocmaeisent
yenmpanbhvle OAHKU, KOMOpble OObIYHO CHUMYAUPYIOM
pocm, Oends 3aUMCMEOSAHUs Oeulegle — C 20pa300
MeHbuel MPAOUYUOHHOU 81ACMbIO 8 YCI08UAX PEYECCUU.

Yandex did an excellent job with both the translation of vocabulary, the definition of topics, and

the translation of grammatical constructions.

Unfortunately, none of the translators translated the word “recession”, all of them used transliteration.

»

A
100% 100% - correct human translation Fig. 3
Qnas_ 0 - completely inappropriate translation [ vocabulary (Economics)
[ ] grammar
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Promt Pragma SYSTRANeT Babylon Google Yandex

5. Outcomes. Based on the above graphs, it can be concluded that, regardless of the subject of the
translation, the Yandex translator has been the most successful to complete the task.It translates various
lexical units quite well and confidently copes with grammatical constructions.Google Translate is inferior
to Yandex in the translation of lexical units, especially thematic ones, but has almost the same indicators
regarding grammatical correctness.In the third place is the PROMT translator, which translates
grammatical constructions well, but has problems with translating thematic vocabulary.
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The authors of the article came to the following

outcomes:

1. The quality of the translation depends on
the subject matter and style of the source text, as
well as the grammatical, syntactic and lexical
affinity of the languages between which the
translation is made.

2. Machine translation of literary texts almost
always turns out to be of unsatisfactory quality.
Nevertheless, for technical documents with
specialized machine dictionaries and some
adjusting of the system to the features of one or
another type of texts, it is possible to obtain a
translation of acceptable quality, which needs only
a small editorial correction. The more formalized
the style of the source document, the better quality
of translation you can expect. The best results when
using machine translation can be achieved for texts
written in technical (various descriptions and
manuals) and formal business style. Mistakes are
caused by the fact that the computer cannot think in
images and does not have the ability to operate on
the realities of different cultures and eras in the way
that the human brain is capable of doing.

3. The lexical analysis of the translated texts
showed that the electronic translator copes with the
translation of words in the plural and singular, but
makes mistakes in the translation of cases,
affiliation of adjectives, speech, framing sentences.
At the same time, it is worth noting that the main
disadvantage of machine translation is its inability
to accurately translate words that have several
meanings.

4. Grammar analysis of the texts shows that
electronic translators adequately translate simple
parts of speech, but there is some difficulty to
translate cases and to put verbs into singular or
plural form. It can be explained by the different

Babylon

il [ ] vacabulary

Brammar

Google Yandex

interpretation of cases in Russian and English: in
Russian - with the ending, in English - with
prepositions.

For more adequate translation in the future, a
deeper heuristic analysis of the grammatical
construction of the sentence, with an improvement
in the quality of the translation of various parts of
speech and their grammatical characteristics can be
offered as well as to eliminate the conflict of
dictionaries when translating specialized texts. For
example, the sentence in English “This is my book”
literally is translated into Russian as “3to ects Mos
kaura”. Although formally it is correct, they do not
speak Russian like that.In this case, we can say that
the sentence looks like it has been written by a
foreigner.Of course, the above example is one of
the simplest ones, and the ability to exclude the
word “is” is easily reflected in any machine
translation program.But in practice, the resulting
translation is similar to a text written by a foreigner.

Thus, machine translation differs from
human translation in the following ways:

- inability to choose the right word from
the group of synonyms;

- inability to correctly and meaningfully
choose the ending or preposition;

- not always correct
homonyms;

- impossibility of maintaining the lexical
and logical connection between sentences;

- inability to preserve the style of the
original (source) text in the translated version.

As a result, machine translation almost
always requires editing. And how adequate the
translation results on a computer can be considered
is determined not only by the quality of the
machine translation system, but also by the quality
of subsequent editing.

translation of
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The authors of the article do not recommend to use
machine translation without subsequent editing by a
professional translator to translate contracts, letters
of guarantee, marketing materials, medical
documents, a mistake in which can cost someone’s
life. However, these translators are well suited for
businesses that need to accelerate intercultural
communication processes.

5. CONCLUSION.

Modern computer translation programs are quite
good, but they still cannot solve the most difficult
task of the translation process: to choose the
contextually necessary option, which in every text
is due to many reasons. Currently, the result of this
type of translation can be used as a draft of the
future text which will be edited by a translator, and
also as a means to get a general idea of the topic
and content of the text in the absence of a
translator.

The prospects for the development of
machine translation are associated with the further
development and deepening of the theory and
practice of translation, both machine and human
ones. For the development of the theory, the results
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