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ABSTRACT:

This study aims to identify the released factors for patients infected by SARS CoV 2 virus. By taking samples from South Korea Country, then we were using the data mining process for classifying problems by optimizing the decision tree model from RapidMiner Studio educational 9.6.00 edition. Based on our study showed that the accuracy of this model is 80.46% +/- 1.68% (micro average 80.46%). The result for this study showed that location or region is a dominant factor rather than age and sex, therefore the South Korea policy to take the drive-through, walk-through, tracing, and use digital maps to let society aware is effective to prevent the spreads of diseases. The Implication of this study reconfirms that stay away from an infected area or social distancing such as staying at home is the right decision to minimize and reduce pandemic spreads, and other countries can adopt or modify the strategy that already did in South Korea.
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1. INTRODUCTION

The spread of a new virus called SARS CoV 2 started in China in 2019. Then the virus outbreak has an outbreak beyond China. The spread of new viruses in China started to be suppressed as this work was published, but the spread of viruses outside of China continued to increase. South Korea, Iran, and Italy are the three non-China countries with most Covid-19 outbreaks, the name of the disease caused by the SARS CoV 2 virus.

There are 275,125 cases of Coronavirus, 11,376 deaths and 90,943 recovered, according to worldometers.info when this report was published. There are 80,967 cases in China, 8,652 cases in South Korea, 47,021 cases in Italy and 19,644 cases in Iran [1]. Although there are many cases across the world, the mortality rate is lower than SARS (Severe Acute Respiratory Syndrome) or MERS (Middle East Respiratory Syndrome), according to the WHO report [2].

While this virus death rate is comparatively low compared to SARS and MERS, it appears that the rate of spread of the SARS CoV 2 virus may impact the economies of affected countries. As per the report on 21st March 2020, There are 450 cases in Indonesia and the tourism sector begins to feel its impact. Occupancy rates of hotels fell by 40%. The retail industry has the potential to lose USD 48 million in turnover. The effect will be felt by more than 495 product forms or 13 percent of commodities for export to China. It is expected that as many as 299 imported products from China will decline or even vanish from the Indonesian market as a result of this virus[3].

SARS CoV 2 virus is a modern virus, and there is currently no effective medicine to treat virus-induced diseases. Much of this virus is still unclear, how it infects others, what factors are most important in causing death, whether or not the probability of death can be predicted. South Korea is one of the countries that has managed to control mortality from this virus. At 21st March 2020, South Korea have 8.799 cases with “only” 102 death, which is one of the lowest death rates among other Asian countries. Every country have a different approach to handle this situation. South Korea, in this case, their government prefer to take the massive rapid test for all citizen in a certain area which have confirmed Covid-19 status by the drive-through and walk-through diagnostic testing[4].
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meanwhile in other regions of Asian countries such as India and Indonesia, they have a different policy to manage the spreads of Covid-19 case. In India, for example, the government prefers to take the lockdown policy, this policy may take multi-dimensional consequences in social, public health system, and economy [5]. In Indonesia itself, this diseases firstly occur in March 2020, then after this occurrence, government take action immediately by providing some regulation and policy such as reallocating budget, create a special task force, the prohibition of a group or mass gathering and activity in the public and local environment, tax incentive for tax holders which affected by Covid-19, and big scale social restrictions policy [6].

Recently, most of the businesses can gather a massive amount of data from everywhere, not only in business sectors, other sectors such as society, science, and technical engineering, medical, and politics also can take advantage of it. The computerization in every daily aspect of life and the fast technological development in terms of data collection and collection tools resulted in the growth of explosive data volume [7]. Data mining involves a standardized research approach to help translate business issues, propose appropriate data transformations and data mining techniques, and provide tools for assessing results effectiveness and documenting experience [8]. Several researchers have been using data mining techniques to extract insights from data. The improved ability of computers to process data and the Internet speed makes the use of data mining more widespread [9].

Four types of patterns can be identified by data mining techniques, namely association, correlation, cluster, sequential. In this research, we will be performing a data mining type of classification, which is the most commonly used technique of data mining. Classification forms part of the family of machine learning and also employs supervised learning.

There are several classification techniques in data mining, some of which are decision tree analysis, statistical analysis, neural networks, and bayesian classifiers. Each technique offers its own advantages. Bayesian classifier model are popular technique that used by researchers in machine learning due to their simplicity in allowing each attribute variables to contribute toward the final decision independently and equally from other attribute variables. However, the conditional independence assumption in this model is strong and can make Bayesian classifiers unable to process two or more attribute variables of evidence together, however if this technique use in the appropriate domain of study or research, this technique offer quick data training, fast data analysis, and proper decision making as well as relevant interpretation of test result [10].

decision tree can cope with several combinations of terms and can create an impressive test result in many kind of domain study or research. This technique offer genuine simplicity of model interpretations and help their users to consider some important variables in dataset first by placing it into the top of tree [10].

Neural networks technique are a powerful technique for showing complex relationships between inputs and outputs. Neural networks are complicated and for certain domains, they can be massive because containing a large number of nodes and synapses. This technique has difficulties in understanding and time-consuming in the decision-making process. For a better classification performance, researcher have an option to combine the neural networks with support vector machines [10].

The previous study, which compares Bayesian classifiers, decision tree, and neural networks to analyze and predict the heart diseases case showed that neural network is the most accurate rather than decision tree and Bayesian classifiers [11], detail about result can be seen at table 1.

### Table 1. Comparison of Bayesian Classifiers, Decision Trees, and Neural Networks

<table>
<thead>
<tr>
<th>Classification techniques</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayesian classifier</td>
<td>90.74%</td>
</tr>
<tr>
<td>Decision trees</td>
<td>99.62%</td>
</tr>
<tr>
<td>Neural networks</td>
<td>100%</td>
</tr>
</tbody>
</table>

Another study that conduct by [10] compares the performance measurement with several parameters for decision tree and bayesian classifier can be seen in the table 2.

### Table 2. Comparison of Bayesian Classifier and Decision Tree Classifier

<table>
<thead>
<tr>
<th>Classification techniques</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayesian classifier</td>
<td>95.20%</td>
<td>99.37%</td>
<td>95.23%</td>
<td>97.26%</td>
</tr>
</tbody>
</table>
The result from table 1 dan 2 showed that all of the classifiers achieve an impressive result in all attributes of measurement.

Before researchers choose one from several classifier techniques, researchers try to consider some advantages and limitations of it as we mention on the table 3 [12]

<table>
<thead>
<tr>
<th>Classifiers Techniques</th>
<th>Advantages</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision tree</td>
<td>1. Model relatively easy to be interpreted, 2. Easy to implement, 3. Can be used for discrete and continuous values, 4. Deals with noise, 1. A small dataset can lead to a different decision tree, 2. Need large numbers of the training dataset, 3. Overfitting</td>
<td>2. It is no needed to learns and repogramming, 3. Easy to implement, 4. Appropriate with the wide range of real life problems.</td>
</tr>
<tr>
<td>Bayesian classifiers</td>
<td>1. Simple to implement, 2. Strong computational efficiency and classification rate, 3. Predicts the accurate result for most of problem classification and prediction, 1. The algorithm precision can be decreased if the dataset is few, 2. To generating a good result, it requires a huge number of data records</td>
<td>2. Hard to know how many layers and neurons are mandatory, 3. Learning process can be slow.</td>
</tr>
<tr>
<td>Neural networks</td>
<td>1. Easy to use and can be adjust with few numbers of parameters, 1. Needs high processing time when a neural network is large,</td>
<td></td>
</tr>
</tbody>
</table>

According to the explanation and comparison of three kinds of classifiers techniques above, in this study, we intend to find the process behind the data of patients who have recovered or released by using the decision tree analysis technique and will see how accurate the model is with the results.

Each country has different policies and regulations implementation, which is more effective and efficient against this pandemic. By study the pattern of released factors Covid-19 patients in South Korea as a sample, other countries may learn and can take an approach which appropriate and fit with the behavior of citizen in their countries. We also might offer several policy suggestions that might be effectively applied to manage and handle the spreads of the virus.

2. THEORY AND METHODOLOGY

Before exploring more about data mining, we should be aware of some terms about data mining. There is various type of data sets such as [7]:

a. Record, such as relational records, data matrix, data documentation, and data transaction

b. Graph and network, such as world wide web (www), social or network information, and molecular structures.

c. Ordered, such as data video, temporal data, sequential data, and genetic sequence data.

d. Spatial, image, and multimedia.

In data sets, there are attributes (or dimensions, or variables, or features) that can be divided into several types such as [7]:

a. Nominal
This type can be as a states, categories, or “name of things”. Example: occupation, zip codes, marital status, and ID Numbers

b. Binary
This type of attribute has only two kinds of states (0 and 1). This type of attributes separates into two kinds, first is symmetric binary, which both of outcomes are equally important such as gender, and second is asymmetric binary, which both of outcomes are not equally important such as in medical result test (positive or negative of diseases)

c. Numeric
This type of attribute can be divided into two kinds, first is interval, which measures on a scale of equal-sized (standardized) units and there is no true zero-point such as temperature in Celsius or Fahrenheit, and second is ratio, which has inherent zero-points such as temperature in length, Celsius, counts, and monetary quantities. For example, we can notice that 10 meters are larger than 5 meters.

Data mining is an innovative method in which data are identified with real, new, potentially helpful and ultimately meaningful patterns in structured databases. [13]. Data mining is part of broad and complicated data sets for the collection of numerical and categorical data. The term also refers to more advanced methods, including text, web, and spatial data. [14].

Data mining is concerned with current data from the Associations and patterns with study, recognition, and establishment. And data mining is therefore defined as an identification method for patterns in data that can produce untested predictions of unknown patterns [15]. Data mining also can be defined as the process of finding trends and patterns that previously unknown in the database and using them to construct predictive models. For instance, it also can be described as data selection and discovery using a huge amount of data stores to reveal previously unknown patterns or knowledge [7]. Data Mining can be used in many areas of knowledge such as machine learning, database and data warehouse technology, information retrieval, statistics, neural networks, knowledge-based systems, pattern recognition, high-performance computing, image and signal processing, artificial intelligence, spatial or temporal data analysis, and data visualization [7]

There are different uses for data mining and basic statistical analysis. Classical statistical approaches mostly concentrate on testing specified hypotheses and data manipulation looks at other potential hypotheses, often unknown. [16]. The only way to increase knowledge and understanding of the ever-growing number of digital data would be by incorporating the statistical and data mining approach as Witten and others.[15] referred to, In the future, a combination of data mining and statistical approach would not only be appropriate for analyzing different and complex information but also to combine disciplines and techniques such as pattern recognition, bases of knowledge, artificial intelligence and machine learning algorithms.

One of the most commonly used classifications for classifying problems is the decision tree. We use the decision tree to map a finding of its objective value from comments on an element. Leaves contain classifications (also known as labels) within tree structures; non-leaf nodes are features and branches contain combinations of features leading to classifications [17]. Commonly, the procedure of classification will be made based on the following steps [18]

a. Define the classification classes,
b. Select the features,
c. Sampling of training data, this can be made by supervised learning, unsupervised learning, semi-supervised learning, and active learning,
d. Estimate the universe statistics, we have to create a proper decision rule in this step,
e. Classification, several classifications can be made such as Multi-level slice classifier, Decision tree classifier, Minimum distance classifier, Maximum likelihood classifier, Other classifiers techniques such as the expert system of fuzzy theory,
f. Verification of results.

Decision trees are the most sophisticated methods for separating object sets into groups. In a Decision Tree, a set of predefined groups classifies the data elements. A completed decision tree is a tree where every node represents a question and the way to decide the direction depends on the reaction. The decision tree analyzes the array of data and effects, determines the frequency and distribution of values in the variable set and creates the decision model as a tree. The nodes at each level of this tree are a query, and each answer possible is expressed as a
backtracking. Data mining, since it is a method that these steps are sequential, there is typically a lot of
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In the case study, this method also already implemented in the medical sector to analyze the heart diseases prediction by use 15 attributes and compare the result by using three classifiers which are naïve bayes, decision tree, and neural networks [11] and study the readiness level of unemployment in Ireland by using 139 attributes and compare the result by implementing the decision tree, weight by correlation, and weight by chi squared statistic [21].
1. Business Understanding
The first step in CRISP-DM is Business Understanding.

The research in this study does not focus on business but the transmission of Covid-19 in South Korea, as is referred to here as Situation Understanding.

2. Data Understanding
A number of key points must be taken into account when defining and gathering data. In order to understand the most important details, the analyst should first of all be very clear and descriptive about the concept of data mining.

3. Data Preparation
In contrast with other steps of CRISP-DM data pre-processing requires more time and energy, many agree that this phase represents about 80 percent of the total amount of time spent on data mining. This huge effort is generally clarified by the fact that real-world data is unreliable (deficiencies in attributes of interest or data aggregates only), messy (containing anomalies or outliers), and ambiguous (containing inconsistencies in codes or names).

4. Model Building
Various modeling methods for an already designed data set are then selected and used to meet different business requirements. We use the Decision Tree approach in this research as we explore the mechanism behind the results.

5. Testing and Evaluation
The model is tested for consistency and generality. This stage checks to what extent this model is achieving its targets and to what extent.

6. Deployment
Depending on requirements, the implementation step is as simple as report development or as a continuous data mining process across the business. The user, not the data analyst, conducts implementation steps in several cases.

To discover the pattern of Covid-19, this study uses a patient dataset taken from Kaggle provide by datartist and 12 collaborators [22]. who has a structured dataset based on the report materials of KCDC (Korea Centers for Disease Control & Prevention) and local governments.

3. RESULT AND DISCUSSION.

1. Situation Understanding.
The first step is to know what is going on with the info. On 31 December 2019, the Chinese WHO Country Office confirmed cases of pneumonia of unknown etiology to the Chinese government in Wuhan Town, Hubei Province of China. National authorities in China confirmed to the WHO from 31 December 2019 to 3 January 2020 a total of 44 patients with the unexplained etiological pneumonic disease. During this reporting period, the causative agent was not identified. Comprehensive information on the outbreak in the Wuhan region exposure field was collected from the WHO China National Health Commission on 11 and 12 January 2020.

The Chinese authorities discovered a new form of isolated Coronavirus on 7 January 2020. On 12 January 2020, China released the genetic code of the latest Coronavirus used in developing countries in single diagnostic kits. The Ministry of Public Health Thailand announced on 13 January 2020 in its first imported case of a new lab-confirmed coronavirus (2019-nCoV) from Wuhan Province of Hubei, China. On 15 January 2020, the Ministry of Health, Labor and Welfare of Japan announced the latest Coronavirus (2019-nCoV) developed by the laboratories in Wuhan, Hubei Province, China [23]. Since then, the virus that currently has the official name SARS CoV 2 and the resulting disease called Covid-19 has spread to many countries outside China.
2. Data Understanding.

Data was a structured dataset based on the report materials of KCDC and local governments. We use PatientInfo.csv data which contains 17 columns or attributes. The attributes are:

- patient_id,
- global_num,
- sex,
- birth_year,
- age,
- country,
- province,
- city,
- disease,
- infection_case,
- infected_by,
- contact_number,
- symptom_onset_date,
- confirmed_date,
- released_date,
- deceased_date,
- state.

There is much missing value in the data and some of the columns are completely blank. Some attribute is not necessary for this research such as global_num, birth_year can be replaced by age and it is easier to understand. Infected_by is very interesting but has much missing value. After we analyze the data we move on to the next step.

3. Data Preparation.

First, we deleted the attributes that did not in accordance with the purpose of the study. Attributes like patient_id, global_num, birth_year, and more are not included in this research. The purpose of this study is to predict the patient's condition. Thus the label attribute is state attribute. But we have to reset the attribute a little because we only wanted to see which patient was released and which were isolated. To do this, we modify the data, state attribute was changed to released attribute. The released state was change to yes and isolated state were change to no. For the deceased records, as we do not need it, we took it out. Below are ten records of the dataset for example.

<table>
<thead>
<tr>
<th>sex</th>
<th>age</th>
<th>country</th>
<th>province</th>
<th>infection_case</th>
<th>released</th>
</tr>
</thead>
<tbody>
<tr>
<td>male</td>
<td>30s</td>
<td>Korea</td>
<td>Seoul</td>
<td>overseas infl.</td>
<td>yes</td>
</tr>
<tr>
<td>male</td>
<td>20s</td>
<td>Korea</td>
<td>Seoul</td>
<td>overseas infl.</td>
<td>yes</td>
</tr>
<tr>
<td>female</td>
<td>50s</td>
<td>Korea</td>
<td>Seoul</td>
<td>contact with p.</td>
<td>yes</td>
</tr>
<tr>
<td>female</td>
<td>20s</td>
<td>Korea</td>
<td>Seoul</td>
<td>contact with p.</td>
<td>yes</td>
</tr>
<tr>
<td>male</td>
<td>20s</td>
<td>Korea</td>
<td>Seoul</td>
<td>overseas infl.</td>
<td>yes</td>
</tr>
<tr>
<td>male</td>
<td>30s</td>
<td>Korea</td>
<td>Seoul</td>
<td>overseas infl.</td>
<td>yes</td>
</tr>
<tr>
<td>female</td>
<td>50s</td>
<td>Korea</td>
<td>Seoul</td>
<td>contact with p.</td>
<td>yes</td>
</tr>
<tr>
<td>male</td>
<td>20s</td>
<td>Korea</td>
<td>Seoul</td>
<td>contact with p.</td>
<td>yes</td>
</tr>
<tr>
<td>male</td>
<td>30s</td>
<td>Korea</td>
<td>Seoul</td>
<td>overseas infl.</td>
<td>yes</td>
</tr>
<tr>
<td>female</td>
<td>30s</td>
<td>Korea</td>
<td>Seoul</td>
<td>overseas infl.</td>
<td>yes</td>
</tr>
</tbody>
</table>

4. Model Building.

We use RapidMiner Studio educational 9.6.00 for the model building phase. When we used Decision Tree modeling, we have to choose the optimal parameters. There are plenty of parameters we need to adjust. One of the important parameters is Decision Tree Criterion which has four parameters namely gain ratio, information gain, gini index, accuracy, and least square. In this research, we optimized the Decision Tree Criterion only using three out of four criteria because we can not use the least square criterion because the data type is not number. Below is the process we use in the RapidMiner Studio.
attributes parameters. The released attribute was set as the label in the set role parameters as we wanted to predict patients that had been released.

Optimize Parameters (Grid) was used to find the best Decision Tree Criterion. Below we can see the inside process of the Optimize Parameters (Grid). The subprocess of the Optimize Parameters (Grid) is Cross-Validation as we wanted to find the best accuracy from the model's parameters.

We wanted to find the best accuracy for Decision Tree and then draw a conclusion from it. After all the parameters were set, we run the RapidMiner Studio. Below is the result of the optimized parameters for the Decision Tree Criterion.

From table 5 we can see that in this case, the accuracy criterion has the highest accuracy for Decision Tree. Thus we apply the criterion into the model and below is the confusion matrix.

<table>
<thead>
<tr>
<th></th>
<th>true</th>
<th>true no</th>
<th>class precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>pred. yes</td>
<td>31</td>
<td>39</td>
<td>44.29%</td>
</tr>
<tr>
<td>pred. no</td>
<td>156</td>
<td>772</td>
<td>83.19%</td>
</tr>
<tr>
<td>class recall</td>
<td>16.58%</td>
<td>95.19%</td>
<td></td>
</tr>
</tbody>
</table>

We can see from table 6 above that there is 31 predicted for yes and correctly belong to yes group and there is 39 predicted as yes but actually, it belongs to no group. The same as for predicted no, 156 is true, yes and 772 is true no. The accuracy for this model is 80.46% +/- 1.68% (micro average 80.46%). Spearman rho is 0.185 +/- 0.066 (micro average: 1.851). root mean squared error: 0.380 +/- 0.013 (micro average: 0.380 +/- 0.000). Thus we confident enough that the model is good enough.
Because the decision tree produced is quite large thus we use the radial presentation to have a better view. From figure 5 above it can be seen that the main factor for patients to be released is the province, not age. For Ulsan, because there was the Shincheonji Church incident, it branches into infection cases. From province also we can see that it branches in sex attributes with male have more chances to be released. For Busan Province, it branches again into age.

The age then split again into the age category from 0s to 80s. Then at the age of 10s, it split again into male or female, this time female has more chances to be released.

From the explanation given above, we can learn and understand that South Korea has a different spreads pattern with other countries. By using decision tree criteria, our findings showed that Province (area) had the significant variable that impacts the spreads of Covid-19 virus rather than age, gender, or hereditary disease. Therefore the government policy that conducts the massive Covid-19 test by walk-through, drive-through, contact tracing, and digital maps are effective to prevent the spreads, educate and give awareness for society. This findings also support the previous study that showed the effectiveness of drive-through and walk-trough in the area that have a high level of Covid-19 spreads in South Korea [4]

4. CONCLUSION.

Many countries have been affected by the rapid spread of the SARS CoV 2 virus. While the WHO estimates that the death rate from this virus is 3.4%, there is hysteria in the world. State economies were unstable, things were halted and even the Italian League, series A must be put off. This study shows that Decision Tree can accurately describe the data set to an accuracy of 80.46% and Spearman rho is 0.185, root mean squared error is 0.380 +/- 0.013.
With the optimal criterion for Decision Tree is the accuracy criterion.

From the Decision Tree model, we can see the thinking process for a patient with a released state. The most important variable to split on is the province or area. From the result can gives us a clue that place or region is the most crucial determinant as a person will get infected or not. Therefore this study reconfirms that stay away from an infected area or staying at home is the right decision.

After the province variable, then the next variables to split on is sex, Ulsan, and Busan. Ulsan is the province where Shincheonji Church incident happened thus it split again into infection cases. But the Shincheonji Church branches to yes, this perhaps because the incident happened a while ago and most of the people who attended the activity are recovered by now. For infection cases that got the virus from contact with patients mostly are not released yet.

For Busan, age is the decision variable ranged from 0s to 80s. Age played an important role here, as the 30s to 80s have more chance of being treated longer compared to 20s, 10s, and 0s. This is a piece of good news for young Korean and also a confirmation that age has an important role in fighting the viruses. And children around 10 years of age, sex seem to determine the chances of recovery or to be released.

By study the Covid-19 case in South Korea, we can learn that the major factor of virus spreads that happen in this country is the area (province), then gender, and last age, there is no significant finding regarding to the hereditary disease in this case, therefore the case in South Korea slightly quite different with other countries such happens in China, Italy, India, or the USA. In South Korea, the government prefers not to choose lockdown strategy, they prefer to test covid-19 by conduct the walk-through, drive-through, tracing the suspect, and digital maps, and this strategy prove effectively. By considering the findings in South Korea, other countries also can be modified or adopt the same strategy that might be effective by announcing several policies to manage the spreads of Covid-19 such as massive Covid-19 test, tracing suspect using technology, and partially lockdown for certain area or district that have high level of Covid-19 cases. In Indonesia, after study from several Covid-19 cases in many countries, the government prefer to modify the policy by implement big scale of social restrictions in several districts of provinces to prohibit the activities of the society.
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