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ABSTRACT 
 

SARS CoV 2 or Coronavirus has spread rapidly throughout the world. Much remains unknown about this 
new virus. The rapid spread makes many countries must be vigilant in facing this new virus. This study 
uses the patient dataset in the early stage of the spread of SARS CoV 2 in China. Data is processed using 
data mining techniques with the Naive Bayes method. In addition the simulation process is carried out to 
find the optimal value of the findings. 
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1. INTRODUCTION  
 

The spread of a new virus named SARS 
CoV 2 began in 2019 in China. Then months later it 
has spread beyond China. But when this research 
was written the spread of this new viruses in China 
began to be suppressed, unfortunately the spread of 
viruses outside of China began to increase. South 
Korea, Iran, and Italy are the three countries outside 
China with the most cases of Covid-19, the name of 
the disease caused by the SARS CoV 2 virus. 
 

According to worldometers.info when this 
research was written  there are 110.099 cases of 
Coronavirus, 3.831 deaths and 62.332 recovered. In 
China, there are 80.738 cases, South Korea 7.382 
cases, Italy 7.375 cases and Iran 6.566 cases [1]. 
Even though there are a lot of cases around the 
world but according to WHO report the death rate 
is lower than SARS (Severe Acute Respiratory 
Syndrome) or MERS (Middle East Respiratory 
Syndrome) [2].  
 

Although the death rate of this virus is 
relatively low when compared to SARS and MERS, 
the speed of spread of the SARS CoV 2 virus was 
apparently able to disturb the economies of affected 
countries. In Indonesia as for now, there are only 34 
cases, however, the tourism sector is starting to feel 
the impact. Hotel occupancy rates drop by 40 

percent. The retail industry has the potential to lose 
a turnover of USD 48 million.  

 
More than 495 types of commodities or 13 

percent of commodities for export to China will 
experience the impact. As a result of this virus, it is 
predicted that as many as 299 imported goods from 
China will decrease or even disappear from the 
Indonesian market [3]. 

 
SARS CoV 2 virus is a new virus so that at 

present there is no reliable drug to cure the diseases 
caused by the virus. Much is still unknown about 
this virus, how it infects other people, what factors 
are most influential to cause death, whether the risk 
of death can be predicted or not. 

 
Lately, many researchers use data mining 

techniques to be able to find insights from data. The 
increased computer's ability to process data and the 
speed of the internet makes the use of data mining 
more widespread.[4]. Using data mining we can 
find patterns from data, There are four types of 
patterns that can be revealed by data mining 
techniques, namely association, prediction, cluster, 
sequential. In this research, we will conduct a 
classification data mining method which is the most 
frequently used data mining method. Classification 
is part of the machine learning family which also 
employs supervised learning.  
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There are many techniques for 
classification in data mining some of which are 
decision tree analysis, statistical analysis, neural 
networks, Bayesian classifiers in this study, 
researchers will use the Navies Bayesian technique 
and see how accurate the model is with the data. 
Simulations will be conducted after modeling is 
done to find the optimal results. 

 
 
2. THEORY AND METHODOLOGY 

Data mining is a nontrivial process in which the 
data in structured databases are defined with true, 
new, potentially helpful and ultimately 
understandable patterns . The study of numerical 
and categorical data in large and complicated data 
sets is part of data mining. The term is often used to 
refer to more advanced methods, such as text, web 
or spatial data[5].  

Data mining deals with the analysis, 
identification, and establishment of existing data of 
associations and patterns. And thus data mining is 
characterized as a process for identifying patterns in 
data that could generate non-testing projections of 
unknown patterns [6]. 

Data mining and usual statistical analyses 
have various purposes. Classical statistical methods 
emphasis primarily on verifying stated hypotheses, 
data mining approach look across many possible, 
mostly unknown hypotheses [7]. Combining 
statistical and data mining approach will be the 
only way to increase insight and knowledge from 
the always rising amount of digital data. As Witten 
et al. [7]. Combining statistical and data mining 
approach will be the only way to increase insight 
and knowledge from the always rising amount of 
digital data. As Witten et al. [6] referred to, 
examining various and complex data in the future 
will not merely need a combination of data mining 
and statistical approach but the blending of 
disciplines and techniques such as pattern 
recognition, databases, artificial intelligence, and 
machine learning algorithms.  

In this research the dataset are evaluated 
using a Naïve Bayes Classifier. It is a classifier that 
generates a probability of a certain set observations 
belonging to a class[8], in this case the class is ‘yes’ 
or ‘no’ in death coulomn. Wang [9] stated that the 
classifier of Naive Bayes has been accepted as a 
straightforward probabilistic classifier based on 

clearly independent premises from the 
interpretation of the Bayesian theorem. In other 
words, a classification of Naive Bayes suggests that 
there is no connection between the existence of one 
specific function of a class and another. Naive 
Bayesian is a basic probabilistic classification built 
on the independence principle Bayesian theorem 
[10].  

According to Zhang [11] In machine 
learning and data mining classification is a basic 
matter. In a classification, the purpose of a study 
algorithm is to create a classifier with class labels. 
The Naive Bayes approaches are a collection of 
supervised research algorithms which use the 
theorem of Bayes, predicated on the idea that each 
pair of features is independent of each class 
variable [12]. Bayes 'mathematical model sets out 
the following relationship, given the class variable 
y and the dependent function vector x1 through x2:  

 

With the naive expectation of conditional 
independence that: 

 

for all , this relationship is streamlined to 

 

Because P(x1,…,xn) is constant, the following 
classification rule can be applied: 
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So we can use the approximation of P(y) and 
P(xi|y) by Maximum A Posteriori (MAP), the latter 
of which is the relative y-frequency of the training 
set. The various naïve classificators in Bayes vary 
mainly in terms of the selection premises of P(xi|y). 

Despite the seemingly under-simplified premises, 
in many actual-world circumstances, popular data 
classification and spam detection, naive Bayer 
classifiers have performed nicely. A relatively 
small amount of testing information is needed to 
calculate the appropriate parameters. Naive Bayes 
trainers and classifiers can be incredibly fast 
opposed to more advanced methods. Detaching the 
class conditional feature classes allows for a 
separate calculation of each distribution as a single 
dimensional distribution. This helps in effect 
mitigate issues resulting from the computational 
complexity curse. On the otherhand it is recognized 
that while Bayes is a decent clustering algorithm, it 
is a poor estimator so that estimate proba likelihood 
outcomes are not taken at face value [12]. 

A general method is usually followed in 
order to conduct data mining projects. Found on 
best practices, data mining researchers and 
practitioners suggested several procedures 
(workflows or simple step-by-step methods) to 
optimize the probability of success in conducting 
data mining projects. Cross-Industry Standard 
Process for Data Mining—CRISP-DM—was 
suggested in the mid-1990s by a European 
consortium of companies to guide as a 
nonproprietary standard practice for data mining 
[4], this is probably the most popular structured 
method.  

The proposed procedure, which is an order 
of six stages that begins with a well understanding 
of the business and the need for the data mining 
project (i.e., the application domain) and ends with 
the deployment of the solution that fulfills the 
particular business demand. Although these stages 
are sequential, a lot of backtracking usually 
happens.  

As data mining is based on experience & 
testing, the whole process can be very iterative (i.e. 
one should expect to go back and forth through the 
steps a few times) and time-consuming, depending 
on the problem situation and the analyst's know-
how. As later steps are based on the findings of 
earlier steps, special attention should be paid to 

earlier steps in order to ensure that the entire study 
does not proceed on an incorrect course. 

Step 1: Business Understanding 

Knowing what the analysis is, is the key 
element of any data mining project. Responding to 
this question starts with a detailed understanding of 
the business needs for new knowledge and a 
specific explanation of the business purpose of the 
report. Although the focus of the analysis in this 
study is not business but the spreading of Covid-19, 
the same approach is used. Therefore, the 
phenomenon relatied to the case of Covid-19 spread 
must be understood before processing the data. 

The appropriate term for this paper would 
be case understanding. It all start in Wuhan, in a 
seafood market that sold not just seafood but also 
wild animals. Many speculation arrive regarding 
from where the virus jump from animal to human. 
Some research suggest that the virus come from 
bat. The virus then spread from human to human. 
China authority quickly lock down Wuhan.  

Regardless the Wuhan lock down, the 
virus made their way to other countries and now 
offcially become global pandemic[13]. This is a 
new kind of virus, at first people named it 
Coronavirus, now it has official name SARS CoV 2 
and this viral disease is called Covid-19. From what 
we understand, the virus start in Wuhan and spread 
quickly accross the nation. Death toll as for today is 
more than 3.000, most of the death numbers come 
from Wuhan, China.  

Step 2: Data Understanding 

A data mining analysis is unique to a well-
defined task and various business tasks involve 
numerous sets of data. After understanding of 
business, the main business of the data mining 
process is to classify the relevant data from various 
databases available. In the data identification and 
collection process, several key points must be 
considered. The analyst should first of all be very 
clear and concise about the definition of the data 
mining activity in order to identify the most 
relevant data. 

Step 3: Data Preparation 

The goal is to prepare data for processing 
through data mining techniques, the most 
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commonly named data preprocessing. The 
objective is to take the data defined in the previous 
step. Data pre-processing takes more time and 
effort compared to other phases in CRISP-DM; 
many believe that this phase constitutes 
approximately 80% of the time spent on the data 
mining project overall. The explanation for this 
massive initiative is that real-world data is usually 
unreliable (deficiencies in attributes of interest or 
data aggregates only), messy (containing anomalies 
or outliers), and ambiguous (containing 
inconsistencies in codes or names). 

Step 4: Model Building 

Diverse modeling approaches are then 
chosen and used to address the specific market 
criteria for an already configured data set. The 
model construction phase also involves the 
assessment and comparative analysis of the various 
built models. Benefits include a variety of feasible 
models along with a well-defined experiment and 
evaluation approach to finding the "right" method 
for a given purpose because the optimal method or 
algorithm for a data-mining activity is not 
universally known. A number of parameters must 
be optimized in order to achieve the best results 
even with a single method or algorithm. 

Step 5: Testing and Evaluation 

In phase 5, the models built are tested and 
measured for their exactness and generality. This 
stage tests to what level (i.e., should more models 
be created and evaluated?) and the degree to which 
this model (or models) fulfills the business 
objectives. The built model(s) in a real-world 
scenario can also be evaluated if time and budget 
constraints permit. Although the outcomes of the 
models are supposed to correspond to the original 
business aims, other insights are often observed, 
which do not necessarily relate to the original 
business objectives but also may provide additional 
information and recommendations. 

Step 6: Deployment 

Modeling and simulation is not the end of 
the data mining process. Even if the model is 
intended to make the data easy to analyze, it is 
important to arrange and communicate information 
obtained from this discovery in such a manner that 
end-users understand and benefit. The 
implementation phase may be as easy as report 

generation or as complex as a persistent data 
mining method across the business, depending on 
the requirements. In many situations, the 
implementation phases are performed by the client, 
not the data analyst.  

In this study we did not apply the 
deployment step because it is not a business case. 
Thus from the above literature study we can 
describe the methodology in the next picture.  

 

Figure 1.  Methodology 

To find out the pattern of Covid-19, this 
study uses a patient dataset taken from Kaggle by 
SRK [14] who has collected data on Covid-19 from 
various sources, Then for data mining processes 
researchers use RapidMiner application. 
Rapidminer is advanced data science, machine 
learning, profound learning, mining of text and 
predictive analytics ecosystem developed by the 
same name Company. This facilitates all levels of 
machine learning including data processing, 
outcome analysis, model testing, and optimization 
and applies to business and business applications, 
as well as to research, teaching, rapid prototyping, 
and application development [15]. 
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3. RESULT AND DISCUSSION 
 

The first step is to understand what's 
happening with the case and the data. All of these 
cases start from  a City of Wuhan City, in Hubei 
Province of China, the Chinese WHO Country 
Office told the Chinese government on 31 
December 2019 of cases of pneumonia of unknown 
etiology (unknown cause). A total of 44 patients 
with the unexplained etiological pneumonic disease 
have been reported by national authorities in China 
to WHO between 31 December 2019 and 3 January 
2020. The causal agent was not identified during 
this reporting period. Detailed information was 
obtained from the China National Health 
Commission from the WHO on 11 and 12 January 
2020 about the epidemic in the Wuhan area 
exposure sector. 
  

On 7 January 2020, the Chinese authorities 
identified a new type of coronavirus isolated. The 
genetic code of the new coronavirus for use in 
countries in developing unique diagnostic kits was 
published by China on 12 January 2020. In its first 
imported case of new coronavirus, lab-confirmed 
(2019-nCoV) from Wuhan Province of Hubei, 
China, the Ministry of Public Health Thailand 
announced on 13 January 2020.  

 
A laboratory-confirmed 2019 new 

coronavirus (2019-nCoV) introduced in Wuhan, 
Hubei Province, China was announced on 15 
January 2020 by the Ministry of Health, Labor, and 
Welfare, Japan. [16].. Since then the virus that 
currently has the official name SARS CoV 2 and 
the resulting disease called Covid-19 has spread to 
many countries outside China. 
 

The next steps is to study the data and 
prepared it for the modeling process. The data that 
was obtained by the researcher was then studied 
carefully. The format of the file is an excel file with 
21 columns and having more than 1200 records. 
The label column is the age column, then the 
columns that are deemed not in accordance with the 
purpose of the study will not be used in the next 
step.  

On the death column, there are many 
values but the value taken into this study is only 
number 1 which means the patient is deceased and 
0 which is the patient is not death. Patient with 
number 1 is categorized as yes and patient with 
number 0 is categorized as no. There is only 42 
records of patient who had died (yes). Thus in order 
to make the data balance between yes and no, the 

researcher add 58 more records with death value 
equal to 0, in total there are 100 data.  

 
Some of the tables that contain data for use 

in the next step can be seen in Table.1 below. We 
delete several column that we think it is not related 
with the study such as time recorded, summary, etc. 
Our point of interest in this study is using Naive 
Bayes to predict death from age, sex, location, and 
other attributes.  
 

Table. 1 Sample of The Dataset After Preparation 
 

location sex age 
Visit 
wuhan 

From 
wuhan death 

Wuhan male 61 no yes yes 

Wuhan male 69 no yes yes 

Wuhan male 89 no yes yes 

Wuhan male 89 no yes yes 

Wuhan male 66 no yes yes 

Wuhan male 75 no yes yes 

Wuhan female 48 no yes yes 

Wuhan male 82 no yes yes 

Wuhan male 66 no yes yes 

Wuhan male 81 no yes yes 

Wuhan female 82 no yes yes 

Wuhan male 65 no yes yes 

Wuhan female 80 no yes yes 

Wuhan male 53 no yes yes 

Wuhan male 86 no yes yes 

Wuhan female 70 no yes yes 

Wuhan male 84 no yes yes 

Hubei female 85 no no yes 

Hubei female 69 no no yes 

Hubei male 36 no no yes 

Hubei male 73 no no yes 

Hubei female 70 no no yes 

Hubei male 81 no no yes 

Hubei female 65 no no yes 

Wuhan male 70 no yes yes 

Wuhan female 76 no yes yes 

Wuhan male 72 no yes yes 

Wuhan male 79 no yes yes 

Wuhan male 55 no yes yes 

Wuhan male 87 no yes yes 
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Wuhan female 66 no yes yes 

Wuhan male 58 no yes yes 

Wuhan male 66 no yes yes 

Wuhan male 78 no yes yes 

Wuhan male 67 no yes yes 

Wuhan male 65 no yes yes 

Wuhan male 58 no yes yes 

Wuhan female 67 no yes yes 

Wuhan female 82 no yes yes 

Taiwan male 65 no no yes 

Kowloon male 39 yes no yes 
Hong 
Kong male 70 no no yes 

Guangdong male 66 yes no no 

Shanghai female 56 no yes no 

Zhejiang male 46 no yes no 

Tianjin female 60 yes no no 

Tianjin male 58 no no no 

Chongqing female 44 no yes no 

Sichuan male 34 no yes no 
 

After the data preparation stage, data 
processing using RapidMiner is carried out. 
RapidMiner is powerfull tools for data mining 
process without using any coding. RapidMiner use 
operator box and the user have to connect each of 
the operator box. Below is the example of the 
operator box used with the Naive Bayes algorithm.  

 

 
Figure 2. Process in RapidMiner 

 
 

 
Figure 3. Cross Validation Process 

 
 
We use auto model function in 

RapidMiner for simulation process. Descriptive 
results from the data indicate that the data 
processed is quite balanced which is 42 yes and 58 
no.  

 
 

 
Figure 4. Death Column Distribution 

 
Other descriptions of the data can be seen in the 
next image. We can see that attributes such as 
death, location, sex, visit_wuhan and from_wuhan 
is polynominal type and age is integer data type. 
Also there is no missing link in the data. This 
happens because the data cleaning process has been 
carried out using excel. 
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Figure 5. Data Desciprtion 

 
We are sure enough that the dataset above 

can be used for the next step. Data processing is 
performed using the classification method with the 
group of concern is “yes” in the death column. 
Thus we can predict several factors that lead to 
death based on the dataset above. We also use 
simulation to improve the prediction. 
 

Model development/testing and model 
evaluation/implementation are the commonest two-
step classification form prediction methodology. A 
selection of input data, including current labels, is 
used in the model development phase. Upon 
teaching a model the model is tested for accuracy 
testing against the holdout sample and eventually 
used for practical use wherever it needs to be 
used.[4]. 
 

In contrast to the predictive precision of 
two or more techniques, one can use a technique 
called k-fold cross-validation in order to minimize 
the bias associated with a random sampling of the 
training and holdout test samples. The complete 
data set is randomly divided into k-exclusive sub-
sets of approximately equal size in k-fold cross-
validation, also called rotational estimation.  

 
The models are trained and tested k times. 

K days. It is conditioned every time on just one fold 
and checked every time on the remaining single 
fold. The average accuracy estimation of a model is 
determined by merely combining the k individual 
precision measurements as shown in the next 
equation. 

 
 

 
 

Where CVA stands for cross-validation 
accuracy, k is the number of folds used, and A is 
the accuracy measure (e.g., hit rate, sensitivity, 
specificity) of each fold. In this research, we use 10 
fold cross-validation and the result is shown in a 
confusion matrix.  

 
Density of location attribute described in the next 
figure. Wuhan is the highest density this is because 
the data depict the early stage of the spreading 
phase.  
  
 

 
Figure 6. Location Density 

 
Also if we look at the age distribution 

between age and density is shown in figure 3 
below.  
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Figure 7. Age Density Distribution 

 
  

The confusion matix is shown in the next 
figure.  
 

Accuracy: 93% 

  true yes true no 
class 
precision 

pred yes 41 6 87,23% 

pred no 1 52 98,11% 

class recall 97,52% 89,56%   
Figure 8. Confusion Matrix 

 
The result of the cross-validation using 

RapidMiner is shown in the confusion matrix. As 
we can see, the Naive Bayes classifier able to 
predict 41 yes with 6 that actually no but predicted 
as yes, while able predict 52 no and 1 yes but 
actually no. Thus we got the model accuracy for 
93% which is good enough. 
 

 
Figure 9. Performance Vector 

 
The model performance vector is good 

enough with 0.172 root mean squared error and 
87,5% correlation. Thus we can sure enough that 
Naive Bayes can explain the data quite well.  
 

 
Figure 10. ROC 

 
The ROC in the figure 10 above shows us that the 
model is on the above the ROC threshold. The area 
under curve atau AUC is 0.93 which is good.  

 
Figure 11. Attribute Weight 

 
Based on figure 11, the most important 

factor is location, from_wuhan, visit_wuhan, age 
and lastly is sex. The above explains that the 
location, especially the center of the spread of the 
disease and also the visit to the center of the spread 
is the most important determinant before age and 
sex. Thus is logical because the dataset we use is on 
the early stage of the virus spread. However, this 
clearly shows that based on our findingsm stay 
away from the center of the epidemic is the safest 
way, also containing the infected area is the best 
decision to stop the virus spreading further.  

 
The next step is we tried to find the 

optimum solution using simulation function on 
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RapidMiner. First, we see what happened if a 
person's age is around 55, from Wuhan, and male 
(figure 7a). 
 

 
Figure 7a. Attribute on RapidMiner Simulation. 

 
With the attributes mentioned before, the 

probability of that person falls into the yes category 
is 83% and no is 17%, shown in figure 12.  
 

 
Figure 12. Simulation Output 

 
Then we try to optimize in the group no 

with the following results, 100% belongs to the no 
group. This optimization is one of the superior 
feature from RapidMiner. 
 

 
Figure 13. Simulation Output for ‘No’ 

 
In order to have a 100 percent probabilty 

of no, the simulation shown that the important 
factors for optimum no is shown in figure 14.  
 

 
 

Figure 14.  Optimum Attribute 
 

The factors that support optimum of no 
group is location, sex, and from Wuhan. The factors 
that contradict for no group is age and visit Wuhan.  
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Figure 11. Attributes from Optimum Simulation 

 
Our study is consistent with Wang’s et al 

[17] which state that the first occurred deaths were 
majorly elderly people who might have faster 
disease progression. The median number of days 
from the occurence of the first symptom to death 
was 14.0 (range 6‐41) days, and it tended to be 
shorter among people aged 70 years or more (11.5 
[range 6‐19] days) than those aged less than 70 
years (20 [range 10‐41] days; P = .033). 
 
 
4. CONCLUSION. 
 

The rapid spread of the SARS CoV 2 virus 
has affected many countries. Although according to 
WHO the death rate due to this virus is  3,4% but 
the world community is experiencing panic. The 
economies of countries have been disturbed, 
various events have been cancelled, as a matter of 
fact the Italian league, series A has to be postponed.  

 
This article shows that Naive Bayes can 

explain the dataset well enough with an accuracy of 
93%. the most important attribute to be classified in 
the dead group is location, from and visit Wuhan, 
age and lastly sex. These findings reinforce other 
findings that linking deaths from the virus with age 
and sex. We are also increasingly convinced that 
distance and location are also important and need 
attention. 

 
From the simulations that have been 

carried out, it can be concluded that in addition to 
location, age is the determining factor of death from 
this virus. The younger a person is, the less likely to 

die from this virus. Locations that are further away 
and have never been to Wuhan can reduce the 
possibility of being categorized into the death 
groups. Based on data, women have a greater 
chance of survival than men. 
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