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ABSTRACT 
 

Today, the medical field has a large amount of medical information that requires proper processing and 
further use in the diagnosis and treatment of various diseases. The development of computer technology 
provides tremendous opportunities for collecting, processing, managing and researching medical 
information to better understand the complex biological processes of life and help solve the problem of 
diagnosis and treatment in medical institutions. 
Accurate diagnosis and proper treatment provided to patients is one of the main tasks of medical care. 
Therefore, data mining techniques, which are part of knowledge discovery in databases, are becoming 
popular tools for medical researchers. The use of these tools makes it possible to identify and use patterns 
and relationships between numerous variables and to predict specific disease and treatment outcomes. 
This paper describes the application of data mining methods for the process of diagnosing diseases. To 
improve the effectiveness of the methods of data mining for the process of diagnosing diseases, a procedure 
for assessing the informativeness of heterogeneous diagnostic indicators on the basis of a theoretical 
information approach has been proposed. The results of diagnosing are described on the basis of revealing 
the relationship between the supply of magnesium and the risk of somatic diseases with the use of 
intelligent data analysis. 

Keywords: Diagnosis, Information Signs, Intellectual Analysis Of Medical Data, Diagnostically Valuable 
Signs, Clustering. 

 
 

1.  INTRODUCTION 
 

Improvement of the organization of medical 
care through the introduction of information 
technology is one of the priority areas of health 
development. More and more attention is paid to 
the use of large data mining technologies to 
improve the quality of medical care [1]. According 
to the statistics every third diagnosis that doctors 
put is incorrect [2].    

From the incorrect preliminary diagnosis, not 
only patients who are treated not from the disease 
but also medical institutions that incur considerable 
financial costs suffer, as the Mandatory Medical 
Insurance Fund finances only the treatment 
corresponding to the final diagnosis. 

The purpose of this work was to check the 
principle possibility of analytical processing of 
available data by machine learning methods and 
determine the accuracy of forecasting, in which the 
model of machine learning can have practical value.  

The field of biomedical Informatics has 
attracted increasing popularity and attention and has 
been growing rapidly over the past two decades. 
Thanks to new advances in medical technology, a 
huge amount of medical research data is generated 
every day. Digitizing important medical 
information such as laboratory reports, patient 
records, scientific articles, and anatomical images 
has also led to a large amount of medical data. 

Biomedical researchers and practitioners are 
now faced with the problem of "information 
overflow". Currently, the data acquisition rate is 
much higher than the data interpretation rate. These 
data must be effectively organized and analyzed in 
order to be useful in medical institutions [3]. 

New computing and information technologies 
are needed to manage these numerous medical data 
repositories and to identify useful knowledge 
through various models. In particular, in recent 
years, methods of knowledge management and data 
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mining have been introduced into the field of 
medical diagnosis. 

Intelligent analysis of medical data has great 
opportunity for identifying and studying hidden 
patterns in large sets of medical data. These models 
have been used for clinical diagnosis with great 
success in recent decades.  Data mining technology 
provides a user-friendly approach to new and 
hidden patterns in data. However, available baseline 
health data are widespread, inhomogeneous nature 
and voluminous. 

When working with a large amount of medical 
data, there is a need to use a system of integrated 
data mining, which could aggregate and analyze 
various types of information from different objects 
of a medical organization. Due to the large volumes 
of information received, such a system must 
correctly use existing technologies for working with 
big data. The analyzed data should be collected in a 
certain organized form. With the help of 
information technology, the collected data is 
integrated into the medical information system. 
Treatment records for millions of patients can be 
stored and computerized, and medical facilities will 
be able to analyze this data. Thus, the processes of 
diagnosis and therapeutic decision-making are 
accelerated. 

Medical decisions are often made on the basis 
of doctors' intuition and experience, rather than on 
the basis of knowledge of the rich data hidden in 
the database. All this leads to undesirable 
distortions and errors in the diagnosis of diseases 
and high medical costs, which affects the quality of 
patient care. Many researchers in their works prove 
that the introduction of decision support systems 
based on computerized records of medical data can 
reduce the number of medical errors, increase the 
safety of patients, which is the main task of health 
care.  

The healthcare delivery system is changing in 
many ways. Technological advances are providing 
opportunities to optimize patient care. Clinical 
Information Systems have the potential to address 
many problems encountered in healthcare, namely, 
managing large amounts of patient and research 
data, reduce healthcare costs/errors, increase 
legibility, and boost the quality of healthcare [4]. 

Data Mining methods can be used to build 
decision-making models for procedures such as 
prediction, diagnosis and treatment planning, 
which, after testing and evaluation, can be 
embedded in Clinical Information Systems [5].  

There are a number of studies that detail the 
work of the authors on the use of data mining 
methods in medicine [6-10]. The article [9] does not 

only review the literature in this direction, but also 
considers the problems and the upcoming tasks of 
applying the data mining methods in medicine. The 
article [11] discusses the development of data 
mining methods based on a review of the literature 
and the classification of articles over the past 
decades, since this period is important because 
during this time there has been a proliferation of 
data mining methods used in the medical industry. 
A review of previous attempts to develop computer 
clinical diagnostic tools is made, and problems 
arising in the development, implementation, 
evaluation and maintenance of decision support 
systems for clinical diagnosis are discussed [12].  

The authors of [13] suggest that – a) 
Improvement in the accuracy of Medical Decision 
Support (MDS) application may be possible by 
modeling of vague and temporal data, research on 
inference algorithms, integration of patient 
information from diverse sources and improvement 
in gene profiling algorithms; b) MDS research 
would be facilitated by public release of de-
identified medical datasets, and development of 
open source data-mining tool kits; c) Comparative 
evaluations of different modeling techniques are 
required to understand characteristics of the 
techniques, which can guide developers in choice of 
technique for a particular medical decision 
problem; d) Evaluations of MDS applications in 
clinical setting are necessary to foster physicians’ 
utilization of these decision aids. 

When constructing computer medical 
diagnostic systems, it is important to form an 
informatively complete space of diagnostic signs, 
since in medicine for the diagnosis is used very 
heterogeneous information. 

At the same time, the studied subsystems of 
the organism are, in fact, complex hierarchical 
systems; therefore, an adequate description of such 
systems is possible by building a hierarchical 
system of diagnostic features through the structural 
identification of diagnostic features. 

When structurally identifying diagnostic signs, 
it is also necessary to select informative diagnostic 
signs from the proposed set, since the inclusion of 
non-informative indicators in a computer diagnostic 
model degrades the quality of a computer diagnosis. 

Based on this, today the actual problems are 
the development of methods to reduce the space of 
diagnostic signs and the construction of a 
hierarchical structure of diagnostic signs. 

To solve the problem in medicine, the well-
known mathematical-statistical methods for 
reducing the dimension of the space of diagnostic 
signs are used, namely: cluster, discriminant, factor, 
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dispersion, regression analyzes, multidimensional 
scaling, principal component method, the method of 
contrast groups. 

With their help, the nature and structure of the 
relationship of the diagnostic indicators under study 
are also established.  

2. REVIEW OF APPLICATION OF DATA 
MINING METHODS IN MEDICINE 

To date, a significant amount of information 
on public health and habitat has been accumulated 
in the repositories and database of various health 
and social development systems. Unfortunately, we 
have to admit that their processing, which purports 
to obtain useful knowledge, is insufficient. Huge 
databases remain unclaimed, while the correct, 
justified management decisions are essential; 
analysis and prognosis of public health under the 
influence of habitat are state functions. Data 
analysis guidelines, especially adapted to the needs 
of practitioners, are extremely small, the programs 
of medical universities do not include training 
database specialists, so that health solutions are 
applied at best on the basis of scientific research 
and expert assessments, often contradictory. 

As a way to solve this problem, we offer data 
mining technologies - Data Mining and Knowledge 
Discovery in Databases (DM & KDD) [14, 15]. 
Data Mining is the process of detecting early 
unknown, non-trivial, practically useful, accessible 
interpretation of knowledge (regularities) in raw 
data (row data) necessary for making decisions in 
various spheres of human activity (G.Pyatetskiy-
Shapiro). In the technologies of DM & KDD, 
various mathematical methods and algorithms are 
used: classification, clustering, regression, time 
series prediction, association, consistency [16]. 

DM & KDD's intelligent tools include neural 
networks, decision trees, inductive inferences, 
analogical reasoning methods, fuzzy logical 
conclusions, genetic algorithms, associative and 
sequence determination algorithms, selective-action 
analysis, logical regression, evolution 
programming, data visualization. 

Useful knowledge obtained during Data 
mining can be represented in the form of 
regularities, rules, forecasts, relationships between 
data elements, etc. [17, 18] 

In our opinion, Data mining is exactly what 
should now be actively mastered, adapted to the 
tasks and opportunities of departments interested in 
assessing the health of the population and 
implemented in their routine work. Moreover, they 
should be used in scientific studies of public health 

and habitat. We made a number of attempts in this 
direction. 

We used some of the methods of Data mining 
in our scientific studies [19-23], as well as in 
methodological developments adapted to the needs 
of social hygienic monitoring and other specialists 
performing research in the field of medicine [24-
27]. 

To implement the technology of Data mining, 
it is necessary to carry out preliminary processing 
of the initial data. Preliminary processing of 
diagnostic information in computer diagnostic 
systems is based on the formalization of the initial 
characteristics and allocation of space of diagnostic 
valuable traits. In [28], mathematical methods for 
evaluating the informativeness of diagnostic 
features are considered. Traditional methods based 
on dispersion, regression, correlation analysis are 
used [29], the information-theoretic approach based 
on the calculation of conditional probabilities and 
the amount of information [18, 29], 
multidimensional statistical analysis, which, as 
shown in [18, 30-32], is effective only for the 
complex application of different methods and for a 
relatively large number of parameters, methods of 
synthesizing the hierarchical structure of diagnostic 
features [33]. 

3. RELATED WORK  

Data mining in medicine is different from data 
mining in other areas. First, the data are 
heterogeneous because they come from different 
sources, and the methods used must take this 
heterogeneity into account. Secondly, special 
ethical, legal and social restrictions apply to private 
medical information, which is why there may be 
problems with access to the patient database. 

Despite this, data mining methods, which are 
part of the discovery of knowledge in databases, 
have become popular tools for researchers who seek 
to identify relationships between numerous 
variables and be able to predict the outcome of the 
disease. It has already been proven that the use of 
data mining provides advantages in many areas of 
medicine. 

Different types of decision support systems 
have been developed to help physicians make better 
or faster decisions. However, most of them focus on 
the diagnosis [34-46], and on the prediction of the 
diseases outcome [47-52].   

There are also integrated systems that link the 
treatment decision with the diagnosis decision [53]. 
Thus, the health care system is changing in many 
ways. Technological advances open up 
opportunities for optimizing decision-making on 
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disease diagnosis and patient care. Clinical 
information systems have the potential to solve 
many of the challenges that arise in the field of 
health, namely, managing large volumes of patient 
data and conducting scientific research based on 
these data. 

The paper [4] also describes in detail all the 
advantages and problems of existing clinical 
information systems. The main advantages of 
clinical information systems according to the 
authors are: direct access to instant updates of the 
patient's medical records, as well as remote access 
to patient records; patient-oriented decision-making 
based on the best clinical data; fast data processing 
ensures rapid decision-making on the diagnosis of 
the disease; the ability to develop effective and 
intuitive software for data processing and 
bioinformatics tools; more chances to conduct 
potential research based on real data; improving the 
quality of data and analysis of patient data by 
combining them with the doctor's own knowledge. 
Along with the undeniable advantages of clinical 
information systems, there are also various 
problems that need to be solved, such as: the need 
to develop and integrate subsystems; high initial 
investment with low expected return; security and 
confidentiality; the need to create communication 
between numerous doctors of different specialties; 

The research paper [54] illustrates the need for 
multi-level interdisciplinary integrated intelligent 
systems in medicine. Such a system will not only 
reduce costs, speed up the provision of medical 
services, provide accurate statistical data, allow 
scientific interdisciplinary and multi-level planning, 
provide more accurate medical documentation or 
assist in making critical health care decisions. 

Today, a huge amount of data is produced by 
various medical systems. But they have not yet 
taken full advantage of the opportunities that these 
data provide for transformation. The application of 
methods based on big data from medical institutions 
can be very useful in the field of health, allowing 
identifying and extract relevant information and 
reduce the time spent by biomedical and medical 
professionals and researchers who are trying to find 
meaningful patterns and new streams of knowledge 
[6]. 

In the article [55] each work is studied on the 
basis of six medical tasks: screening, diagnosis, 
treatment, prognosis, monitoring and management. 
Each task discusses five data mining approaches: 
classification, regression, clustering, Association, 
and hybrid. 

The authors of the review [56] discuss the 
main peculiar properties of the data mining in 

medicine and consider two specific sides of especial 
interest: methods that can work with temporal data 
and efforts made to convert the results of molecular 
medicine into useful data mining models. 

Most of the work under consideration focuses on 
examining data sets for a specific disease such as 
breast cancer [39, 57, 58, 59] pneumonia [34, 60], 
blood pressure [48], tuberculosis [61], 
cardiovascular [36, 42, 47, 62, 63, 64], cancer [50, 
51, 65, 66], diabetes [67], cerebrovascular disease 
[68], autism [43, 69], skin diseases [44], headaches 
[40], epilepsy [46]. 

To reduce the dimension of the space of 
diagnostic features in medicine, well-known 
mathematical-statistical methods are widely used, 
namely: cluster, discriminant, factor, dispersion, 
regression analyzes, multidimensional scaling, 
principal component method, method of contrasting 
groups. With their help, the nature and structure of 
the relationship of the diagnostic indicators under 
study are also established. 

Clustering and classification are two separate 
phases of data mining that provide a reliable and 
proven structure from a large set of facts. 

The dominant direction of modern medical 
research is the prediction of diseases and the 
categorization of diseases. The clustering algorithm 
divides the data set into several groups in such a 
way that the similarity within groups is greater than 
between groups. The main purpose of the 
classification is to accurately predict the target class 
for each unknown case in the data. 

At the moment, the use of clustering tools for 
medical data analysis is poorly understood. Cluster 
analysis in relation to medical data was used to 
identify cardiac diseases in [70], where cluster 
analysis is performed on the basis of a search for 
similar forms of Fourier spectra obtained by 
simulation of the heart. 

The authors of [71] divide asthma into 3 
different phenotypes by uncontrolled cluster 
analysis. In [72] cluster analysis is performed 
according to the AСT assessment (a test of five 
questions on the state of asthma control). Each 
variable is standardized by subtracting the mean 
and dividing by the standard deviation. 

The work [73] focuses on the analysis of 
clusters of patient records obtained by methods of 
uncontrolled clustering, and comparison of the 
effectiveness of classification algorithms on clinical 
data. Feature selection is a controlled method that 
attempts to select a subset of predictor attributes 
based on the information obtained. 

Clustering methods are increasingly used in 
the analysis of high-performance biological data 
sets. [74] discusses how clustering methods and 
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their possible successors will be used to accelerate 
the rate of biological discovery in the future. 

4. THE ANALYSIS OF EXISTING 
METHODS IN MEDICAL DIAGNOSING 

At present, active work is in progress to 
improve the accuracy of diagnosing diseases. The 
principal difficulties in the differential diagnosis 
arise not because of lack of information required, 
but due to the lack of appropriate methods of 
structuring it. The advent of personal computers 
gave rise to their application in medicine for the 
development of automated methods of recognition 
of pathologies. It was created by numerous 
diagnostic systems based on mathematical methods 
of information processing, carried out extensive 
work on the creation of software for automated 
diagnostic systems. 

However, computer diagnostics has not widely 
expanded, which would have to obtain because of 
the lack of technical support of the health sector and 
the lack of medical personnel training system. 
Training of doctors should provide their ability to 
work on the most modern equipment, making 
maximum use of the information. The automated 
diagnostic system must play the role of an active 
information base with which you can process large 
amounts of data. Let us consider the diagnostic 
methods currently used in clinical practice. 

1. Traditionally, nosological diagnostic 
method is used. Subjective factor affects to a large 
degree on the recognition of the disease process. 
Preliminary diagnosis may not be accurate and to 
confirm it is assigned a number of instrumental and 
laboratory examinations. The method does not work 
well in an irregular situation (a rare disease or 
atypical form of the disease course). This method is 
effective only in the practice of those physicians 
who are dealing with a fairly limited range of 
diseases. 

2. Syndrome approach to the diagnosis. This is 
a method of using the minimum amount of medical 
research and the minimum number of symptoms 
that are of crucial significance. In fact, this is the 
same nosological method optimized for its very 
high diagnostic feasibility with all its shortcomings. 

3. Statistical method of information 
processing. The basic idea is the symptoms of 
frequency of occurrence analysis helps identify 
features characteristic of a disease. Symptoms 
received the “weight” that is, the significance in 
points. The diagnostic procedure was reduced to the 
summation of “weights” identified patient’s 
symptoms for each disease. That diagnosis, which 
is gaining an increasing number of points, was 

considered true. Disadvantages: after comparing the 
significance of clinical signs diagnosed 
substantially remained undefined. 

4. “Anti-syndrome” method. This is a 
variation of the statistical method. The bottom line: 
we select a combination of symptoms that have 
never been encountered in any of the differentiable 
diseases. If patients show such “anti-syndrome”, it 
served as the basis for the denial of an appropriate 
diagnosis. The drawback: it is impossible to give an 
interpretation of some clinical features statistically 
significant. As a rule, only allows the comparison 
of the two alternatives. 

5. An algorithmic method of diagnosis. This 
method is based on a certain amount of accurate 
knowledge, verified as a result of clinical, 
laboratory, instrumental and postmortem studies, 
and in some cases it is based on expert assessments. 
Working hypothesis: there are signs of the disease 
and the most general features, designed to 
consistently refine diagnostic situation. There is a 
“logical tree” signs. Confirming or denying the 
existence of the patient's symptoms, it is made a 
gradual transition to higher stages of the diagnostic 
procedure. As a result, the choice between 
alternative diseases takes place. Disadvantages: the 
algorithm has a rigid schema, when you make any 
change in unpredictable way, the result of 
diagnostic procedures also changes. 

6. Simulation modeling. This is one of the 
algorithmic diagnostic methods. The method of 
simulation modeling enables diagnostic experiment 
not on a living person, but on a phantom of 
information, each time returning to the starting 
position until the desired result. It allows you to 
display a pathological condition. Disadvantages are 
the same as that of algorithmic diagnostic method. 

7. Expert systems. The peculiarity is a 
dialogue mode with the operator, when the system 
can perform a diagnostic assessment of the situation 
and send requests for missing information. In 
contrast to the algorithmic method of diagnosis, it is 
outlined the differences between the database and 
the mechanisms that operate the data. It allows you 
to bring the algorithm of its work to the logic of the 
doctor's actions in the construction of diagnosis. It 
has a high diagnostic accuracy in cases of detection 
of rare syndromes. Disadvantages: there is no single 
unified framework for the development of such 
systems, the narrow specialization of individual 
development, the subjective factor, introduced by 
an expert operator. 

8. Intelligent Systems. They represent frame 
from the set position (slots) that contains 
declarative and quantitative data, the connection 
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between them (semantic network) and data 
application rules and communication (product). 
There are confirmation mode solutions, including 
differentiating features or levels of confidence. 
Association mechanism is used in which one 
concept is based on similarity, contiguity, or 
contrast to other. Let’s take into account the 
polymorphic of clinical manifestations and atypical 
forms of disease. The disadvantage: the difficulty of 
structuring and formalization of information. 

9. The hybrid system. It is a processing the 
logic knowledge components in conjunction with 
the computational procedures or mathematical 
models. It is used either set of mathematical and 
logical-linguistic models or statistical expert system 
for differential diagnosis. The integration of 
software and hardware electrophysiological and 
biochemical data processing systems significantly 
enrich the hybrid system. Disadvantage - the same 
difficulty of structuring and formalization of 
medical knowledge in the case where it does not 
apply mathematical data. 

10. Neural networks. Artificial neural network 
is a mathematical model, which is a special case of 
the discriminant analysis. It is a self-learning 
system of interconnected and interacting units 
(artificial neurons). Each unit of such a network is 
concerned only with the information that it receives 
from other units, and the information that it sends to 
other units. Technical training is to find the 
coefficients of the connections between neurons. In 
the process of training the neural network is able to 
identify complex relationships between inputs and 
outputs, as well as to carry out a generalization. 
This means that in case of successful learning 
network will be able to return the correct result on 
the basis of data that were missing in the training 
set. When training network offers a variety of 
diseases and set their attributes. In this case the 
aggregate of all signs should clearly identify the 
disease. At the end of the learning network can 
bring previously unknown to her features, and 
receive from it a response to their belonging to a 
specific disease. The network may also signal that 
the input characteristics do not belong to any of the 
existing disease condition that is new to the 
network. The disadvantages of this method include 
the complexity of establishing the coefficients of 
connections between neurons, and also that if the 
signs of insufficient network can correlate them 
with several diseases. 

Modern automatic analyzers allow to obtain a 
set of numerical indicators, e.g. in hematology. 
However, all these blood parameters in most cases 
are not considered. As a rule, hematologists 

diagnose on the basis of several of them plus 
history. 

An automated diagnostic system can explore 
the full information. In this case it would be logical 
to use a statistical method for processing 
information, adding to its methods of probability 
theory. Then the method of probabilistic diagnosis 
arises, devoid of difficulty of structuring and 
formalization of medical knowledge, as all 
indicators are numerical, and they don’t have 
drawbacks of statistical method in the 
determination of “weights”, that are identified 
patient symptoms as equivalent data. The main 
point of the method is in the fact that, as in the 
statistical method, the analysis of the frequency of 
the values of certain blood parameters specific for 
this or that disease, calculates the probability of the 
test conditions for each value of a parameter, and 
then calculated the probability of a disease for 
several indicators. Of course, the diagnosis can be 
made and not with one hundred percent probability, 
but also in the diagnosis of the doctor cannot 
exclude the possibility of error. Therefore, firstly, 
the diagnosis is almost always a probability, and 
secondly, the increasing number of indicators all 
diagnosis is more likely to be inclined toward a 
particular disease. 

5. LEARNING THE APPLICATION 
DOMAIN  

Medical data for research is collected from a 
variety of sources, so it may contain various noises, 
contradictions, missing values, bias, and 
redundancy. Important information can be stored in 
unstructured form.   

Since there are different data sets for different 
diseases and the data sets may have different 
characteristics, the range of low confidence must be 
defined specifically. In addition, the required data 
set to verify the structure of the system should 
consist of clinical measurements, the actual class, 
the actual treatment performed, and the actual 
treatment effect [75]. 

When collecting data for analysis, it is also 
possible, multi-level integration of health services, 
in which high efficiency of storage and use of 
patients input data is achieved [54]. The 
characteristics of the data collected for analysis may 
be different: measurable clinical (for example, 
white blood cell count, neutrophil count, 
hemoglobin, etc.), observable clinical data (for 
example, drowsiness, angina, cough, etc.), generally 
accepted vital signs (for example, respiratory rate, 
heart rate, oxygen saturation, etc.) [34]. 
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To create a data set, as a rule, existing data 
stores are used, after extraction of which they need 
to be normalized. 

Discretization and normalization are two data 
transformation procedures that help to present data 
and their relationships accurately in a tabular 
format, making the database easy to understand and 
efficient to operate. It also reduces data redundancy 
and increases efficiency. Data elements can be 
normalized by allocating a unique column number 
for each possible value. Numeric data fields are 
sampled by taking values that are within a range 
defined by the minimum and maximum limits. In 
such cases, it is possible to divide this range into 
several sub ranges and assign a unique column 
number for each sub range, respectively [61]. 

In [36], preprocessing of data includes 
recalculating the non-stratified random sampling 
(R), the synthetic minority over-sampling method 
(SMOTE), clean data out of range attribute (COR), 
and remove duplicate (RD). 

Thus, there are several reasons for cleaning 
and preprocessing data, which are described in [9]: 

1) The problem of data types. Variables can be 
of different types: binary, nominal, ordinal, or 
numeric. 

2) The problem of abstraction. A set of 
variables can express the same concept. This 
requires aggregating them into one variable, which 
eliminates redundancy and can prevent errors in the 
data set. 

3) The problem of a temporary nature. Some 
clinical parameters are recorded in an electronic 
medical record several times during his stay in a 
medical facility, and this may lead to 
inconsistencies in the data set. 

4) The problem of missing knowledge and the 
problem of missing values. The lack of the expected 
data elements is common, and these elements may 
be clinically significant for a particular patient or 
for a specific disease. 

Various methods are proposed for solving 
these problems. 

Part of the data is deleted along with deleted 
rows that have columns with empty or unknown 
values. For example, in the project [47], data was 
reduced from 447 patients to 178. This data was 
translated into a format that WEKA can interpret. 
Here, the preferred format is an attribute 
relationship file (.arff), where the type of data 
loaded can be determined, and then provide the data 
itself. 

It should be noted here that the analysis of the 
work of many authors on the processing of medical 

data shows that WEKA is the preferred platform for 
many researchers [35, 42, 47, 67, 75, 76]. 

There are also studies where the development 
of the classifier did not miss a single observation 
and a single spatial object, which shows the 
efficiency of using observations with missing 
values than discarding incomplete observations that 
cannot be processed by many algorithms [77]. 

Missing data may have its own information 
value. In the process of developing an application 
designed to support a list of medical issues, the 
researchers examined whether the lack of clinical 
data could provide useful information when 
building prediction models. In this study, they 
experimented with four methods for treating 
missing values in a clinical data set — two of them 
explicitly simulate the absence or lack of data. The 
results showed that in most cases, classifiers trained 
using explicit methods for processing missing 
values work better [78]. 

Knowledge graphs are data structures that 
efficiently and intuitively encode various entities 
and relationships between them. In [38], in order to 
create feature vectors for the machine learning 
classification method, the system first groups and 
aggregates all patient data to form feature vectors. 
Further, feature vectors are encoded as knowledge 
graphs. 

When data sets are imbalanced, standard 
learning algorithms are faced with the impossibility 
of finding patterns based on the correct distribution, 
which determines the number of data points in each 
class. In other words, these algorithms tend to 
assign each invisible data point to the most frequent 
class or dominant class. Therefore, although they 
can achieve acceptable accuracy, they do not have 
acceptable performance. For such data sets, a new 
algorithm is proposed in [57], which initially 
assumes a number of sub-samples from the majority 
class with minority sizes. Considering each of the 
sub-sampling data from the majority class in 
addition to the minority class data as temporal data, 
a decision tree, or a multi-layer perceptron is trained 
on temporal data. Finally, all classifiers work 
together as an ensemble. 

6. DEVELOPMENT OF A CONCEPTUAL 
MODEL OF DIAGNOSTIC OBJECT 

In a formalized form, the diagnosis of a patient 
using a computer system is reduced to the task of 
determining whether the current state of the 
organism or its individual subsystem belongs to one 
of the formalized states from the set of diagnoses 
 iD . At the same time, the system of diagnostic 

features iX adopted in medical practice is analyzed, 
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which, to some extent, reflects the current j -th state 

of the i -th subsystem of the organism ijS . 

In the framework of this study, a conceptual 
model of Diagnostic object  (DO) is proposed, 
which is based not only on diagnostic features, but 
on the results of laboratory and clinical diagnostics. 
To confirm the diagnosis, the results of  
Biochemical blood test  (BBT) were used. Thus, the 
internal states ijS of the different levels of the 

hierarchy are projected onto the iX feature space 

and the components of the biochemical blood 
analysis of the iY , and on the other hand, the ijS are 

projected onto the diagnosis system  iD , while the 

diagnostic task is to determine the dependence 
 ii DX  , as shown in Figure 1. 

 

 

Figure 1. Scheme of state relations - symptoms - primary 
diagnoses - components of the BBT - clinical diagnosis 

Let us consider the features of the conceptual 
model of DO and the nature of the state connections 
- symptoms - diagnoses. 

In Figure 1, the DO display is indicated with 
the figure arrows (the state of the level subsystems 
1 - 9) on the diagnosis space and the symptoms 
space. It should be noted that some formalized 
diagnosis states may correspond to the disturbance 
of homeostasis at several levels of interaction, and 
even a reliable diagnosis does not always reflect the 
cause of such disturbance [79]. Based on the 
diagnostic features, a list of preliminary diagnoses is 
formed. Further, a list of these preliminary 
diagnoses forms a number of components BBT, 
based on the results of which a list of clinical 
(specifying) diagnoses is formed. 

When setting a clinical diagnosis, classes of 
preliminary diagnoses of different levels of detail 
and classes of final diagnosis should be 
distinguished. The classification quality indicators 
depend on the location of the scattering ellipsoids 
of objects belonging to the specified classes. Taking 
into account the features of DO mentioned above, it 

can be stated that the scattering ellipsoids of the 
classes of the final diagnosis have a more thin 
structure consisting of subsets of internal states of 
the subsystems with different levels of interaction, 
as shown in Figure 2 (a, b). 

 
a) 

 
b) 

Figure 2. Illustration of the arrangement of 
scattering ellipsoids classes in the space of symptoms 

 

Figure 2, (a) illustrates the hierarchy of internal 
states of subsystems and diagnoses of different 

levels of interaction. Diagnoses of one level ( iD and
jD
) are included in the cluster of diagnosis of a 

higher level of kD , and each of them includes a 
number of internal states, and some states can 
simultaneously be included in several diagnoses, 
which lead to the intersection of scattering 
ellipsoids. In the case of intersecting scattering 
ellipsoids, in each ellipsoid, it is possible to 
conditionally select the region of the reliable 
solution and the region of the unreliable solution. In 
Figure 2 (b), the regions of the reliable solution for 
the states iD and jD are identified by numbers I and 

II respectively, and by number 3 - the region of the 
unreliable decision. Different Decision rule (DR) 
variants minimize region III by different criteria 
(mean risk, mini-max, maxi-min, etc. [80, 81]). 

The structural diagram of the information 
support system of the decision-maker (DM) on the 
basis of the proposed conceptual model of DO is 
shown in Figure 3.  
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At the first stage, a set of diagnostic symptoms 

1X (of a syndrome) is received and processed, after 

which a detailed diagnosis (transformation 
 ii DX  ) is performed. This diagram depicts a 

system with the verification of intermediate data, 
while the DM confirms or corrects the obtained 
results (transformations of V

ii DD  and V
ii YY  ). 

 

Figure 3. Informational support of DM 

7. AN APPLICATION OF THE PROPOSED 
MODEL AND ALGORITHM ON THE 
DIAGNOSIS OF A LIVER FAILURE  

A set of liver diseases was selected for the 
approbation and realization of the experimental 
study that is proposed by the conceptual model 
Diagnostic Object. Such choice is reasoned by the 
fact that today there are about 200 million of people 
in the world who suffer of liver diseases which is 
included into a top ten of frequently observed death 
causes. A more often cases of liver failure are due to 
viruses and toxic chemicals. The most popular 
outcome of chronic liver pathologies is cirrhosis 
[82]. 

A set of liver diseases Di includes hepatitis 
(viral, drug, toxic, ischemic); cirrhosis (alcoholic, 
biliary, postnecrotic, with hemochromatosis, rare 
types); Neoplasms of the liver (hepatic cell 
carcinoma, metastases to the liver, cysts, abscess); 
Infiltrative lesions of the liver (amyloidosis, 
glycogenoses, fatty liver, lymphomas, 
granulomatosis); Functional disorders with jaundice 
(Gilbert syndrome, pregnant cholestasis, Kriegler-
Nayyar syndrome, Dubin-Johnson syndrome); 

Lesions of intrahepatic bile ducts (occlusion of the 
bile duct, inflammation of the bile duct); 
Cardiovascular pathology (congestive liver with 
heart failure and cardiac cirrhosis, thrombosis of the 
hepatic veins, arteriovenous fistula). 

A set of diagnostic symptoms iX of a liver 

disease iD include:  sensation of a crowded 

abdomen; low levels of working capacity; pain in 
the right hypochondrium (under ribs) after an 
alcohol consumption, disturbance of a diet or lifting 
heavy weights; people quickly gorge; periodic 
insignificant increase in temperature; bleeding of 
teeth when cleaning them; periodic nasal bleeding 
[83].  

For the diagnosis of the certain groups of liver 
diseases BBT is enough.  Further, for an example, 
BBT components were described for the diagnostic 
search of liver cirrhosis. 

During BBT in a step of compensation, 
insignificant amount of deviations are identified in 
functional samples of a liver iY : hyperproteinemia, a 

slight increase in bilirubin. In a step of 
decompensation - expressed disproteinemia, a 
decrease in the content of protombine and 
cholisterine, an increase in bilirubin, a moderate 
increase of aminotransferases activity. 
Immunological disorders expressed insignificantly. 
In some patients, the IgA content is clearly 
increased. 

The data of the third stage of diagnostic results 
search of clinic and biochemical blood analysis 
reveal symptoms of expressed liver cytolysis and 
functional  insufficiency of hepatocytes: a 
significant increase in bilirubin levels, a 5-10-fold 
increase in aminotransferases level, lactate 
dehydrogenase (LDH or LD) and its 4-5-th 
fractions, a decrease in amount of cholesterine and 
prothrombine , dysproteinemia (a sharp increase in 
the number of y-globulins and a significant decrease 
in albumins, a change in sediment samples, 
especially thymolone). A clinical blood test reveals 
enlargement of erythrocyte sedimentation rate 
(ESR), a «shift» to the left in the leukocyte formula, 
there is usually no leukocytosis, hypersplenism is 
less common, compared to shallow cirrhosis of 
liver. 

In primary biliary cirrhosis, the change in 
immunological indicators is regularly detected: an 
increase in IgG and IgM titer (more IgM), severe 
hyper-y-globulinemia, increased ESR. Very 
specific for primary biliary cirrhosis is the 
appearance of antimitochondrial antibodies in high 
titre. 
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For the realization of the proposed conceptual 
model DO, an application was developed in a 
sphere of Visual Studio 2014. A variety of 
diagnosis, symptoms, BBT components etc. are 
collected and stored in a database, designed in MS 
SQL Server 2014. The architecture of the 
information system is analogous to [84]. Structure 
of databases is provided in figure 4. 

 

 

Figure 4. Structure of databases 

8. PRELIMINARY PROCESSING OF 
MEDICAL DATA BASED ON 
SELECTION OF INFORMATIVE SIGNS  

Mathematical processing of the initial medical 
data makes it possible to determine the diagnostic 
value of the indices or their complexes, which in the 
future helps to construct the optimal survey plan, 
and significantly reduce the number of necessary 
for diagnostic studies and ultimately improve the 
quality of data mining. 

To reduce the space of diagnostic signs, methods 
are used to divide the total number of indicators 
studied into homogeneous groups, the so-called 
classification methods, the most acceptable of which 
are cluster methods. 

The task of cluster analysis is to divide the set of 
objects G into m (m – integer) of clusters (subsets) 
Q1, Q2,..., Qm based on the data contained in the set 
X, so that each object GJ belonged to one and only 
one subset of the partition and that the objects 
belonging to the same cluster were similar, while the 
objects belonging to different clusters were 
heterogeneous. 

At the same time, there are quite a lot of cluster 
analysis methods: the method of complete 
connections, the maximum local distance method, 
the centroid method (k-average). [74]. 

However, when using them, the indispensable 
condition is the uniformity of indicators, which is 
almost never observed in medical diagnostics. 

This paper presents the result of the algorithm 
for the structural identification of diagnostic features 
based on the “defect” algorithm, which performs 
clustering of diagnostic features with regard to their 
heterogeneity and internal connections. 

The study of blood parameters is necessary to 
obtain calculations on the basis of which the 
analysis of the patient's condition and prediction of 
his condition will be made.  Processing of a set of 
data is made for various target groups on age, sex, 
pathology information for different clustering 
parameters. 

To improve the effectiveness of the methods of 
data mining for the process of diagnosing diseases, a 
procedure for assessing the informativeness of 
heterogeneous diagnostic indicators on the basis of 
a theoretical information approach has been 
proposed. 

To determine the value of the obtained results 
of a patient's examination on the basis of an 
analysis of simple independent diagnostic features, 
it is expedient to use the basic provisions of 
information theory, one of which is the estimation 
of the amount of information. 

Suppose that there is some system of diagnoses 
D, which consists of n diseases. Based on statistical 
information and based on medical data, even before 
the examination of the patient, it is possible to 
calculate the a priori probabilities of the occurrence 
of a disease  iDP . In fact, such a probability will 

reflect the frequency of occurrence of each diagnosis 
in the sample being processed. 

The uncertainty of the system of possible 
diagnoses is estimated using entropy or the amount 
of information (1): 

     



n

i
ii DPDPDH

1
2log                   (1) 

where  DH is the measure of uncertainty (entropy) 
of the diagnosis system;  iDP is the a priori 

probability of diagnosis iD . 

The quantity H is also called the content and 
is always a positive quantity. In this case, for n 
possible equiprobable components, its value will be 
maximal, and formula (1) takes the following form 
(2): 
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Since entropy reflects the measure of the 
uncertainty of the system, its magnitude will change 
when new information enters the system. Such 
information for diagnoses is the data obtained as a 
result of a patient's examination. The decrease in 
entropy occurs by an amount equal to the amount of 
information entered. 

Accordingly, the amount of information 
entered into the system is defined as the difference 
between the value of entropy before and after the 
examination (3):   

   












j
jD k

D
HDHkZ                       (3) 

where  jD kZ is the amount of information entered 

into the system after the patient is examined for jk ; 

 DH - initial (primary) entropy of the diagnosis 
system;  jkDH /  is the entropy of the system after 

the survey, taking into account the sign of jk j. 

Thus, the value of  jD kZ
 
characterizes the 

diagnostic value of the symptom jk in relation to the 

diagnosis system D and is based on the amount of 
information received. The unit of measurement of 
the diagnostic value of the trait or complex of 
characteristics is the information, the introduction of 
which eliminates the uncertainty in N equiprobable 
diagnoses. The diagnostic value of a simple attribute 
that takes one of two possible values is determined 
by the formula (4): 

   
 j

ij
jD kP

DkP
kZ

i

/
log 2                          (4) 

where  jD kZ
i

 is the diagnostic weight of jk  for 

disease ;iD  ij DkP /
 
- frequency of occurrence or 

a priori probability of presence of a sign at disease 

iD ;  jkP  - frequency of occurrence or a priori 

probability of presence of a sign in all system of 
possible diagnoses D. 

The value of  ij DkP /  is calculated as the ratio 

of the number of patients with the presence of jk  in 

iD disease to the total number of patients with the 

disease under consideration (5): 
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Based on (5), we can conclude that with the 
same value of the probability of the presence of a 

characteristic for a particular disease and for the 
entire system of diagnoses, the diagnostic weight of 
the trait is zero and the sign does not carry any 
information content. 

The diagnostic weight of the absence of a simple 
characteristic is determined using the expression 
obtained from formula (5) by introducing the 
reciprocal of the probabilities (6): 

   
 j

ij
jD kP
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i 




1

/1
log 2                    (6) 

It should be borne in mind that the diagnostic 
weight of the sign can be either positive or 
negative, that is, how to reduce, and increase the 
likelihood of a diagnosis. 

The total diagnostic weight of a simple sign for 
the disease iD  takes into accounts both the 

presence and absence of the trait, and can be 
calculated from the expression (7): 
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Diagnostic value of a simple trait for a disease 
system (8): 

     



n

i
jDijD kZDPkZ

i
1

                      (8) 

For some simple signs, the diagnostic weights 
according to (8) assume the limiting values, which 
indicates the presence of a deterministic connection. 

 
9. RESULTS OF INTELLECTUAL DATA 

ANALYSIS 
 

The results of the analysis of the relationship 
between the supply of magnesium and the risk of 
somatic diseases in women aged 18-45 by methods 
of intellectual data analysis were obtained. For the 
standard processing of the results of the research, 
methods of mathematical statistics were used, 
including calculation of numerical characteristics of 
random variables, testing of statistical hypotheses 
using parametric and nonparametric criteria, 
correlation and variance analysis [85]. A 
comparison of the predicted and observed 
frequency of occurrence of the investigated features 
was carried out using the Chi-square test (Pearson) 
test, the Wilcoxon-Mann-Whitney T test, and the 
Student test. 

The results of the analysis indicated a 
pronounced relationship between magnesium levels 
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in the blood (plasma, erythrocytes) and an 
increased risk of somatic diseases in women of 
reproductive age. 

Using modern methods of data mining allowed 
not only to establish the risk factors of these 
diseases, but also to use the received risk factors for 
finding informative predictors and then sets of 
logical rules. These rules allow us to identify 
patients of reproductive age, for whom 
replenishment of magnesium deficiency is vital. 

An analysis of the interactions of the parameters 
included in the main condensation (Figure 5) 
showed that lower levels of magnesium in the 
blood plasma and in erythrocytes were significantly 
associated with a number of diseases. The results 
obtained from the analysis of a group of women of 
reproductive age confirm the earlier general 
conclusion that magnesium concentrations in 
plasma less than 0.8 mmol/l correspond to an 
increased risk of somatic disease. In this case, the 
average magnesium levels in the blood vary 
significantly for various diseases. 

In Figure 5, the red line shows the thickening 
boundaries. Each point in the diagram corresponds 
to one of the studied indicators, including diagnoses 
by ICD-10, and the distance between a pair of points 
is the value of the statistical reliability of the 
interaction between the corresponding parameters. 

 

Figure 5. Condensation of statistically reliable 
associations between the indicators of the state of 

somatic health of women of reproductive age 

The next describe the data mining results of age 
dependence on blood pressure and sugar contained 
in the blood [86].   

 

Figure 6. Age dependence on blood pressure and sugar 

Figure 6 shows the age dependence on blood 
pressure and sugar contained in the blood. 

 

Figure 7. Age dependence on blood pressure 

In Figure 7, one can observe an increase in blood 
pressure between the ages of 25 and 75. The peak of 
blood pressure is 45-60 years. The lowest values of 
pressure were recorded at the age of up to 5 years. 

 

Figure 8. Age dependence of blood sugar 

Judging from Figure 8, it can be assumed that 
the average sugar content is generally between 40 
and 80 years old, and the minimum values were also 
found in this age range, from 55 to 77. Based on 



Journal of Theoretical and Applied Information Technology 
15th April 2019. Vol.97. No 7 

 © 2005 – ongoing  JATIT & LLS   

 

ISSN: 1992-8645                                                                   www.jatit.org                                                      E-ISSN: 1817-3195 

 
1992 

 

figure 3, it can be noted that the highest blood sugar 
is in the range of 60 to 65 years. 

Figures 9 show 11 clusters, the clusters are 
divided according to the number of red blood cells 
per cm2, which in turn are one of the important 
signs of anemia. 

The largest cluster, cluster 11, which accounts 
for 20% of all records, in this cluster included 
people who have all the indicators: the number of 
red blood cells is rbcc, the specific gravity is sg, the 
cell volume is pcv, albumin is al, sodium is sod, 
Potassium - pot, blood glucose - bgr, age - age, 
sugar - su is within the norms. 

The smallest cluster is cluster 4, in this cluster 4, 
approximately 1% of records entered. Records with 
deviations from the norm, according to such 
indicators as: the volume of blood cells and sugar. 

 

Figure 9. Clustering 

Table 1. The number of erythrocytes of each cluster 

№ Cluster Number of erythrocytes 
per 1 см2 

0 8120 
1 7600 
2 7790 
3 7900 
4 6675 
5 8390 
6 7942 
7 7605 
8 9020 
9 7413 
10 8753 
11 8961 

 
Clusters 1 and 5 should also be selected, which 

make 6.5 and 5.5% of the total number of records. 

In these clusters, there are multiple deviations from 
the norms for such indicators as: the number of red 
bodies, the volume of cells, the content of such 
substances as sodium, potassium, glucose. 

The result of the stage of clustering the space of 
diagnostic signs is a multilevel hierarchical structure 
of diagnostic signs, which more adequately reflects 
the complex interaction of subsystems of the body. 

Evaluation of the informativeness of diagnostic 
features (intervals) is performed at each level of the 
hierarchy. After that, the signs are ranked according 
to their informative value, and a subspace of 
informative signs is constructed. Alternatives to this 
stage are the criteria for selecting a system of 
threshold elements. 

At the stage of the hierarchical structure 
synthesis of decision rules the hierarchical 
clustering of diagnoses (diagnosable body states) is 
performed. 

In this case, the same methods and clustering 
algorithms are used as in the synthesis of the 
hierarchical structure of diagnostic features, and, 
accordingly, the same alternatives. 

Prospects for further research are to verify the 
adequacy of the application of the developed 
approach for the synthesis of a diagnostic decision 
rule by analyzing the reliability of object recognition 
by the initial set of indicators and by the selected 
informative subset. 

10. PROBLEMS OF DATA MINING IN 
HEALTHCARE 

In this section, we will look at a number of 
challenges faced by both research and data mining 
practices in healthcare. 

a) Heterogeneity of medical data 
Currently, centralized medical information 

databases are limited or non-existent. Much of the 
potentially important medical information is not 
stored electronically. Some of the medical 
information that are stored electronically are 
scattered across hundreds of small databases in 
various clinics, hospitals, and laboratories. This data 
can be in various formats (for example, text, image, 
and video) and is collected from various sources, 
such as patient records, physician comments, and 
laboratory test results. 

The main areas of heterogeneity of medical data 
can be organized according to these headings:  

 Volume and complexity of medical 
data. 

 Doctor's interpretation. 
 Sensitivity and specificity analysis. 
 Poor mathematical performance.  

More and more medical procedures use imaging 
as a preferred diagnostic tool, as images are easiest 
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for people to understand, and they can provide more 
information in one picture of the results. Therefore, 
there is a need to develop methods for efficient 
development of image data in databases that are 
more complex than processing in purely numeric 
databases. This heterogeneity requires high-capacity 
data storage devices and new tools for analyzing 
such data. 

Another unique feature in the development of 
medical data is that basic medical data structures are 
poorly mathematically characterized compared to 
many fields of the physical sciences. Physicists 
collect data that they can contribute to formulas, 
equations, and models that reasonably reflect the 
relationships between their data. On the other hand, 
the conceptual structure of medicine consists of 
word-descriptions and images with a very small 
number of formal restrictions on vocabulary, 
composition of images, or permissible relationships 
between basic concepts [87]  

Many of the potential applications of intelligent 
health information analysis discussed in the 
previous sections require centralized databases 
combining different formats of health data from 
various sources. Although there is an impetus from 
the government of Kazakhstan to develop such 
centralized databases, these projects are still in the 
status of newborns. 

The use of constantly growing large volumes of 
medical data in solving diagnostic, therapeutic, 
statistical and managerial tasks for the development 
of e-health in Kazakhstan is relevant. The solution 
to this problem in the country is to organize a single 
information space and its technological 
infrastructure [88].  

b) Insufficient communication between 
information technology and the health community 

The introduction of IT in healthcare is especially 
slow and lags behind other areas. This is due to the 
complexity of issues such as compatibility, 
technological rationality, acceptability, management 
rationality, data security, data quality and standards. 
Clinical information systems usually provide a wide 
range of data warehouses, medical reports, clinical 
decision support systems, etc. As a rule, they are not 
available in the complex. In addition, current 
implementations of clinical information systems 
have a lack of functionality to provide easy access. 
In general, weak or even missing support for patient 
information exchange within the health care system 
can be observed, which impedes immediate access 
to current and complete patient information [4]. 

The main problem of the application of data 
mining methods in health care is the disconnection 
between information technology and the medical 

community. At the most basic level, while simple 
practical questions, such as placing computers in 
sterile areas or teaching doctors to use different 
software packages, are often considered trivial in the 
computer science community, these are actually 
very complex tasks. For example, one of the main 
reasons why medical professionals do not use the 
clinical decision support system is the extreme 
difficulties that physicians face when interacting 
with electronic records [89]. 

c) Legal, ethical and social issues 
The composition of the medical data potentially 

available for data mining is huge. Thousands of 
terabytes are now generated annually worldwide. 
However, these data are buried in heterogeneous 
databases and scattered throughout the medical field 
without any common format or organization 
principles. The issue of ownership of patient 
information is unresolved. 

Legal aspects of owning medical data, fear of 
litigation and privacy issues and other issues that 
currently limit the widespread use of data mining in 
the field of health informatics. 

The article [82], which considers the features of 
data mining using medical data, discusses the ethical 
and legal aspects of using Data Mining for medical 
data, including data ownership, fear of legal 
processes, expected benefits and specific 
administrative issues. 

The mathematical understanding of the 
assessment and hypothesis formation in medical 
data may be fundamentally different than in other 
data collection activities. Medicine is primarily 
aimed at activities for the treatment and care of 
patients and, only secondarily, as a research 
resource. 

11. CONCLUSION 

The paper deals with the mathematical apparatus 
of preliminary processing of medical data based on 
the selection of informative features. This 
information-theoretical approach is the most 
rigorous and formalized and can serve as a basis for 
constructing more complex methods. The results of 
the application of intellectual analysis for clustering 
tasks are described below. Associations were found 
between the indicators of the state of somatic health 
of women of reproductive age, as well as the 
dependence of age on blood pressure and sugar 
contained in the blood. 

An algorithm and methodology for clustering 
medical data based on the entropy approach has 
been developed. On the basis of the entropy 
approach, an algorithm and a method for clustering 
data that take into account the specifics of the 
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subject area have been developed, namely: a small 
number of features characterizing the basic essence; 
the use of nominal scale for measuring features; 
high variability of features. 

The result of their work is the presentation of 
data in the form of homogeneous groups (clusters), 
each of which corresponds to the previously 
specified parameters. 

The proposed algorithm allows calculating the 
dynamic dependence between the obtained clusters 
and interactions with the medical database. 

The work has scientific and practical potential. 
Clustered data presented in the form of independent 
statistical entities and possessing a set of additional 
features are material for further research 

From the received results the conclusion about 
necessity of opening of the analytical centers 
generalizing the information from different sorts of 
sources on the basis of Data Mining (probably, it 
will be Data-centers) was made. In addition, there is 
a clear need to train specialists to work in such 
centers, who are able not only to conduct complex 
types of analysis, but, most importantly, to interpret 
the results, formulate them in an accessible 
understanding of the majority of forms and prepare 
management solutions based on them.  
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