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ABSTRACT 
 

Over the years, a number of factors that could determine success in programming have been investigated; yet 
computer programming is still challenging to most students. This paper is aimed at determining the 
relationship among students’ results of a third year Java Workshop Course with those of lower level  courses 
taken in year one and year two and then developing predictive models based on this relationship. The 
examination results in 20 courses for a total of 109 students of Bayero University Kano that enrolled for BSc 
Computer Science course in the 2012/2013 session are analyzed using correlation and linear regression. The 
correlation results revealed that out of the 20 selected courses, the strongest correlation occurs in the course 
((CSC2251: Analysis of Algorithms) (r= 0.756), p<0.001). Some programming courses, Computer Science 
theory courses (CSC) and Mathematics courses were also found to have strong correlations with the Java 
performance. The regression results revealed that a regression module, based upon the linear combination of 
(CSC 2203(VB), CSC2212 (C++), (CSC2251 (Analysis of Algorithms), CSC2202 (Data Structures) and 
CSC 1303(Introduction to Computer Science)) which is statistically significant at, F_ (5, 103) = 47.09, p = 
.000 accounts for 70% variance in the Java Programming results.  
 
Keywords: Predicting Performance, Java Programming, Correlation, Regression, Students 
 
1. INTRODUCTION   

  

Predicting the future academic performance of 
students is very vital for higher institutions as it gives 
room for admitting the right types of students and 
identifying, after their entry, those that are likely to 
finish their programs with flying colors and those 
that need to put more efforts. As explained in [1] and 
[2], such academic performance prediction is useful 
because admitting non eligible students into a 
program constitutes a major misuse of resources, 
while failure to enroll eligible students weakens a 
discipline in the long run. For courses such as 
Computer Science, where special skill sets such as 
those for programming are required, it is useful to 
ensure that students admitted would likely do well. 
One would expect that admission criteria being used 
at entry points to admit students into a particular 
program are sufficient enough for them to perform 
well but a study carried out by [3] revealed that 
irrespective of the level at which students are 
introduced to computer programming, it still 
becomes a problem for learners. In fact learning to 

program poses a significant problem for students up 
to their third level in the program [4]. 

Over the past decades, numerous factors such as 
cognitive skills, gender, prior computing experience, 
learning style, experience on the module, course 
work, study age, team and comfort level have been 
investigated to determine success in introductory 
programming courses [1-6; 8; 11-15]. Among these 
factors, previous academic performance in other 
courses has often been reported as a predictor of 
success in programming courses such as Java, with 
some of the courses been more related than others 
when predicting the programming course grade. 
Several studies such as those of [2], [4],  [5], [6], [7], 
[8] [9] have found Mathematics courses as  
significant  predictors in  programming success. 
Other works such as those of [1], [4], [5] have found 
previous programming experience and courses to be 
significant factors of success in other programming 
courses. Moreover [7], [10], [11] have found science 
subjects such as  Physics to be  determinants of 
success in    programming. A few studies have found 
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courses that would normally be thought as not 
significant predictors to be related to programming 
success. For example [1] and [12]  found a non-
programming CSC course as the most significant 
predictor of success in Java, [11] found  Islamic 
studies and accounting courses to be significant 
predictors of programming courses, and [9] found 
English to be a significant factor for predicting 
programming courses. 

With these diverse findings, there is no clear 
answer as to whether a course will be a significant 
predictor of success in Java or not; neither are there 
explanations for these   diversities. Besides, 
conclusions or comparisons based on previous 
findings are challenging as these studies are 
generally conducted with  different parameters [4] 
and datasets. 

Our main contribution in this paper is to develop 
a predictive model for a third year Java Workshop 
course and to determine the relationship between the 
course and other programming and non-
programming courses taken at lower levels. As 
explained in [11] accurate prediction of student 
performance is generally possible without 
consideration to socio-economic or demographic 
factors. 
 

2. LITERATURE REVIEW 

The correlation between the results of students of 
Computer Science in programming and non-
programming courses has been an area of interest for 
researchers since the advent of programming as an 
academic discipline. Wilson and Shrock [5] 
inspected 12 factors such as  gender, programming 
and non-programming experience, Mathematics,  
comfort level and games playing.  They concluded 
that comfort level, Mathematics background and 
formal classes in programming were positive 
predictive factors of success while game playing and 
luck were negative predictors. On their part, Byrne 
and Lyons [10] investigated the effects of academic 
performance,  gender, learning style and previous 
computing experience on the success of a first year 
programming course but their results showed that 
there was no significant difference in performance 
between males and females in the programming 
course and that those with converger learning styles 
were the best overall students. [13] examined the 
performance of students in an introductory Physics 
course and found out that the Genetic Algorithm 
improves the accuracy of the combined classifier 
performance more than non-Genetic Algorithm 

classifiers. [14] also investigated the factors that 
affect results in introductory programming. Their 
results showed that self-efficacy was influenced by 
previous courses in programming and students' 
mental models were influenced by self-efficacy just 
as self-efficacy and mental model were significant 
factors of success in the introductory course. 
Bennedsen and Caspersen [6] widened their 
investigation to eight potential indicators of success 
(Mathematics ability, gender, major/intended major, 
course work, study age, team, previous 
programming experience, motivation) in a model-
driven programming course and found  that High 
School Mathematics grades and course work were 
the most significant factors.  Bergin and Reilly [7] 
went further and carried out an analysis of fifteen 
factors. Their results showed that, among the factors, 
student perception of a module had the highest 
correlation (0.76) with programming performance 
just as Mathematics and Science scores also had a 
strong correlation with programming performance.  
In another study, Bergin and Reilly [4] developed a 
prediction  model for programming performance in 
a group of tertiary students from the Republic of 
Ireland.  Out of the over 25 factors that they 
considered in their analysis, their results showed that 
three attributes namely School Leaving Certificate 
Mathematics results, hours spent playing computer 
games in class and self-esteem in programming were 
the strongest predictors of success. [12] investigated 
the association between the matriculation 
requirements in the first year and students’ overall 
Grade Point Average (GPA); their findings revealed 
that first year courses had a significant impact in 
predicting performance. Schmitt et al. [15] were also 
able to use  GPA and SAT scores to fairly predict 
accurately the performance of 2,771  students at the 
end of  their 4th year in college. [16] correlated the 
performance of students in Fundamentals of 
Construction Science (FCS) with Physics and 
Mathematics  GPA and found that there was a 
positive correlation (0.53) between GPA in 
Mathematics and the FCS course grade but the 
Mathematics and Physics GPAs were not 
statistically significant to predict performance in the 
course. [17] investigated whether Medical College 
Admission Test (MCAT) marks could predict 
students’ Unimpeded Progress (UP) just before 
graduation. Their findings revealed that MCAT and 
Undergraduate GPA scores predicted UP, with 
MCAT scores emerging as  better predictors. [18] 
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investigated the academic performance of students  
in an Engineering Dynamics course using four 
mathematical models namely the multiple linear 
regression model, the multilayer perception network 
model, the radial basis function network model and 
the support vector machine model.  Cumulative 
GPA, Physics, Calculus II, Calculus I, Statistics and 
scores on mid-term exams were used as predictor 
variables in their study.  Their findings revealed that 
class  academic performance average  was better 
predicted using the multiple linear regression model, 
with  the cumulative GPA of students as  a predictor 
variable while for predicting the individual academic 
performance of  students, the support vector machine 
model with Cumulative GPA, Physics, Statistics, 
Calculus II, and Calculus I,  as the inputs gave more 
accurate predictions. [19] predicted students'  final 
performance in a Massive Open Online Course 
(MOOC) using    the performance of students in the 
Week 1 assignment  and social interaction in the 
course. Logistic regression was used to predict the 
probability of earning MOOC completion certificate 
by students and the probable certificate type. Their 
findings revealed that the Week 1 assignment was a 
strong predictor for achieving distinction and that 
average quiz scores strongly predicted whether 
students got normal certificate or not. [20] predicted 
students’ performance  in  using an Artificial Neural 
Network (ANN) with the Cuckoo Optimization 
Algorithm (COA)  and Cuckoo Search (CS). Factors 
such as gender, university entrance exams, 
graduation exams in high school and high school 
location were used as their input variables. Their 
findings revealed that ANN-COA had slightly better 
results when predicting academic   performance of 
students than ANN-CS. So also exams, high school 
location and gender was found to predict student 
academic performance. [21] investigated the 
academic performance of  medical students  in  
Australia and, using linear regression models,  
socioeconomics factors, background, gender, age, 
entry scores and rural entry status were used as 
predictor variables. Their findings revealed that 
background, rural entry status, gender and age were 
related to GPA, Graduate Australian Medical School 
Admissions Test scores (GAMSAT) and interview 
scores. So also entry GPA and  GAMSAT scores  
were found to be able to  predict results  early  in the  
entry stages of the medical program and throughout 
the program. [22] investigated the effects of a mixed 
learning approach on performance of students in a 

Level-l public health course. In their research scores 
obtained in examinations and total course point, 
Level-l data was compared to that of a semester 
utilizing a mixed learning approach. Their findings 
revealed that there was a statistically significant 
increase in performance of students   under the 
mixed learning approach. So also, most of the 
students preferred the mixed learning approach. [11] 
predicted final year students’ performance  at an 
early stage in  their degree program. In their research 
data from four academic sets of the Department of 
Computer Science & Information Technology 
(CSIT) in NED University, Pakistan was used. Their 
findings revealed that 5 courses consisting of 3 non 
programming courses (Islamic studies, accounting 
and physics) and 2 programming courses (OOP and 
assembly language programming) were significant 
predictors of success. On their part, Al-Barrak and 
Al-Razgan [23] predicted students’ performance in a 
database course using three classification algorithms 
and concluded that the Naïve Bayes algorithm was 
the most accurate in predicting both final exam 
performance and final course grades. Using 
midterm-I grades, they were able to predict with 
91% accuracy the students that were likely to fail the 
course. [24] predicted the performance of students 
through investigating the Graduate Record Exams 
(GRE), Undergraduate GPA and revised general test  
using data from 5 faculties: Business, Psychology, 
Law, Medicine, and Arts and Social Science. Their 
findings revealed that Analytical Writing in GRE 
could predict graduate GPA average more than 
Undergraduate GPA. So also they found that 
students' performance was independent of their 
socioeconomic status. [25] proposed a model 
capable of predicting   cumulative GPA of a student 
using automatic behavioral sensing data obtained 
from smartphones using a lasso regularized linear 
regression model . Their findings revealed that the 
analysis of the time series of the students' activities, 
class attendance, conversational interaction, 
studying, mobility,   and partying were significantly 
correlated with cumulative GPA. So also their 
predicted GPA strongly correlated with the students’ 
transcripts. [26] predicted academic performance 
using data from the University of Porto, concerning 
approximately 700 courses. Their findings revealed 
positive results on predicting whether a student 
would fail or pass a course.  [8] predicted academic 
performance using data from Bachelor’s and 
Master’s programs in Computer Science. Using a 
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linear regression model, an analysis of 81 variables 
was made and their findings revealed that 
performance in the undergraduate-level explained 
54% of the variance in graduate-level performance. 
So also, it was found that the most significant 
variable in performance prediction was the third-
year GPA. [27] predicted the performance of 
students in computing courses using programming 
behavior. The Normalized Programming State 
Model (NPSM) was used their research. Their 
findings revealed that the NSPM accounted for 41% 
variance in programming assignments given to 
students and 36% variance in students' final grades. 
Qian and Lehman  [9] found out that Mathematics 
ability was strongly correlated with programming 
performance among middle school students and the 
best predictor of success in introductory 
programming was students' English ability. [28] 
predicted the academic performance of students  
using  socio-demographic characteristics and  type 
of school. Their data was collected from a British 
university and the relationships between school type, 
school performance, school grades, academic 
achievements, socio-economic deprivation, 
neighborhood participation and sex was examined. 
Their findings revealed that students with low entry 
grades were more likely to obtain higher degree 
classifications; students from good neighborhoods 
performed better than those from deprived areas; 
white students outperformed Asian students; and 
black and female students performed better than 
their male counterparts. [32] predicted the academic 
performance of 210 students in Pakistan and found 
out that courses that indicate high and low 
performance could be used to counsel low and good 
performing students. [33] developed a model for 
predicting secondary school students performance 
using K-Nearest Neighbors(KNN) and Naive Bayes. 
Their findings revealed that Naïve Bayes performs 
better than KNN as it has 93.6% prediction accuracy. 
[34] predicted the academic performance of students 
in a Calculus course using principal component 
regression and found out one-third of the semester 
has to be completed before the prediction can be 
made. [35] investigated the predictive power of 
secondary school exams and national exams on the 
performance of high school students. Their data is 
collected from high institutions located in Portugal. 
Their findings revealed that secondary school exams 
predict high school performance better than national 
exams. [36] predicted the early academic 

performance of students in order to provide them 
with suitable assistance. In their research data was 
collected from students that register for a blended 
calculus course. Multiple linear regression combined 
with principal component analysis was then used to 
build predictive models for the final grade in the 
course. Their findings revealed that the model could 
obtain optimal predictions in the calculus final 
grades. [37] investigated the association between 
academic performance of students and their 
behavioral patterns. Data from 18,960 undergraduate 
students from University of Electronic Science and 
Technology of China (UESTC) was collected. The 
collected behavioral characteristics targeted were 
orderliness and diligence. Their findings revealed 
that there is a significant strong association between 
Grade Point Average (GPA) and orderliness, there is 
also a significant correlation between GPA and 
diligence. [38] evaluated the efficiency of two semi-
supervised learning algorithms used for prediction of 
academic performance of students. Their findings 
revealed that semi-supervised methods significantly 
improve the accuracy of classification by exploiting 
the use of many unlabeled and few labeled data for 
reliable predictive model development. 

From the papers reviewed, it can be seen 
that most of the studies have been conducted outside 
the African continent. Our work is a significant 
addition to validating the results in Africa. Also, a 
lot of the previous research has focused on 
predicting success in first year programming courses 
using variables such as high school Mathematics, 
English,  science, gender, age as opposed to our 
work which is focused on predicting the academic 
performance of students in third year programming 
courses using year one and year two programming 
and non-programming courses as variables. Finally, 
a few of the studies are focused on predicting final 
year GPA as opposed to our work which is on 
determining courses that could predict success in a 
Java workshop course. 
 

3. METHODOLOGY 
 
This research is aimed at determining factors of 
success and developing predictive models for a 
third-year Java Workshop Course using student 
performance in prior programming courses and non-
programming courses as predictor variables.  
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Table 1: Selected Programming and Non-Programming 
Courses Offered by B.Sc. (Computer Science) Students in 
Bayero University, Kano, Nigeria. 

 
The data used in this research is from the 
examination results of level 1 and level 2 
programming and non-programming courses taken 
by the 109 students of of Bayero University Kano 
that enrolled for the course in the 2012/2013 session.    
 
A third-year programming course was selected so 
that there will be enough programming and non-
programming courses to make comparisons with. 

The non-programming courses were grouped into 
three categories namely; Computer Science theory 
courses (CSC), Mathematics courses and Physics 
courses as shown in Table 1. 
 
In this paper the study design is “ex post facto” 
where  the variables  cannot be manipulated  as  their 
manifestations have already occurred [29]. The data 
was then analyzed with SPSS version 20.0 statistical 
tool. A Pearson Product-Moment Correlation 
Coefficient (r) analysis was performed in order to 
find the relationship between academic performance 
in programming and non-programming courses. For 
analysis, the Pearson correlation coefficient (r) was 
given qualitative interpretation using Table 2. A 
Step-wise Linear Regression analysis was then 
performed to identify the important factors that 
predicted the students' Java course grade. Multiple 
Correlation Coefficient Squared ( r2 ) was used to 
measure the predictive power of the predictive 
model. The methodology of the research is depicted 
in the research methodology flow of figure 1. 
 
 
              Table 2: Correlation coefficient interpretation 

 
 
 
 
 
 
 
 
 
 

                                  
 
 
 
 
 
 

 
 
                                        
                             Figure 1: Research Methodology Flow 

Course Level Category 
CST 3302: JAVA Workshop 3 Programming 
CSC 1226: Foundation of 
Web Programming 

1 Programming 

CSC 1302: Introduction to 
Computer 
Programming(Python) 

1 Programming 

CSC 2203: Visual Basic 
Workshop 

2 Programming 

CSC 2233: Web 
Programming I 

2 Programming 

CSC 2212: C++ Workshop 2 Programming 
CSC 1242: Programming 
Methodology and 
Abstractions 

1 CSC 

CSC 1303: Introduction to 
Computer Science 

1 CSC 

CSC 2211: Computer 
System Theory 

2 CSC 

CSC 2231: Computer 
Architecture 

2 CSC 

CSC 2251: Analysis of 
Algorithms 

2 CSC 

CSC 2224: System Analysis 
and Design 

2 CSC 

CSC 2202: Data Structures 2 CSC 
CSC 2222: Computer 
Scientist and Society 

2 CSC 

CST 1311: Introduction to 
Probability 

1 Math 

MTH 1301: Elementary 
Mathematics I 

1 Math 

MTH 1303:Elementary 
Mathematics II 

1 Math 

CSC 2321: Discrete 
Mathematics 

2 Math 

CSC 2252: Elementary 
Number Theory 

2 Math 

PHY 1170: Physics Practical 
I 

1 Physics 

PHY 1180: Physics Practical 
II 

1 Physics 

PHY 1220: Electricity and 
Magnetism 

1 Physics 

PHY 1230: Behavior of 
Matter 

1 Physics 

Correlation coefficient (r)  Interpretation 

.00 - .19 Very weak 

.20 - .39 Weak 

.40 - .59 Moderate 

.60 - .79 Strong 

.80 – 1.0 Very strong 

Examination 
Results 

Level 100-
200 

Programming 
Courses 

Non-
programming 

Courses 

CSC 
courses 

Math 
courses 

Physics 
courses 

Third-Year 
Java 

Workshop 
Course 
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4. RESULTS 
 
The results of the correlation and linear regression        
predictive models are given in the sub-sections 
below: 
 
 
4.1 Correlation Results 
Correlation results for this study are presented in 
Tables 3, 4, 5, and 6  below.  Table 3 gives the results 
for programming courses while Tables 4, 5, and 6 
give the results for the CSC, Mathematics and 
Physics non-programming courses respectively. The 
calculated correlation coefficient (r) for each course 
and the Java workshop course was  tested for 
significance using a significant level of p< 0.05  
similar to the works of  [30] and [31]. It is interesting 
to note that all the courses have moderate to strong 
correlations with the Java Workshop course. For the 
group of programming courses, the two level one 
courses have only moderate correlation while the 
remaining three, which are all level two courses, 
have strong correlation with the Java Workshop 
course. For the CSC non programming courses 
again, both level one courses have only moderate 
correlation with the Java course. However, four out 
of the six level two courses have strong correlation 
with the Java course while the remaining two have 
only moderate correlation. The Mathematics courses 
also exhibit a similar behavior with two of the three 
level one courses having only moderate correlation 
with the Java course but one of them having a strong 
correlation. The two level two courses, however, are 
both strongly related to the Java course. The courses 
in general with the lowest correlation are the Physics 
courses where one of the level one courses has a 
weak correlation with the Java course, two have 
moderate correlation and only one has a strong 
correlation.   
 
 

Table 3: Relationship between Java Programming 
Performance and Programming Courses 

 CSC 
1302 

CSC 
1226 

CSC 
2203 

CSC 
2233 

CSC 
2212 

CSC3302 

Pearson 
Correlation 

.552** .455** .682** .681** .627** 

N 109 109 109 109 109 

**. Correlation is significant at the 0.01 level (2-tailed). 

*. Correlation is significant at the 0.05 level (2-tailed). 
 

 
 
 

Table 4: Relationship between Java Programming 
Performance and Non-programming (CSC) 

Courses 
 CSC 

1303 
CSC 
1242 

CSC 
2211 

CSC 
2231 

CSC 
2251 

CSC 
2224 

CSC 
2202 

CSC 
2222 

CSC3302 

Pearson 
Correlation 

.598** .571** .609** .623** .756** .587** .688** .579** 

N 109 109 109 109 109 109 109 109 

 **. Correlation is significant at the 0.01 level (2-tailed). 

 
 

Table 5: Relationship between Java programming 
Performance and Non-programming (Maths) Courses 
 MTH 

1301 
STA 
1311 

MTH 
1303 

CSC 
2321 

CSC 
2252 

CSC3302 

Pearson 
Correlation 

.644** .583** .591** .616** .664** 

N 109 109 109 109 109 

**. Correlation is significant at the 0.01 level (2-tailed). 
 
 

Table 6: Relationship between Java programming          
performance and Non-programming (Physics 

Courses) 
 
 
 
4.2  Linear Regression Results 
The regression results for this study are shown in 
Tables 7  8, 9 , 10 and 11. Only predictive models 
with r2 greater than or equal to 0.500 will be reported 
similar to the work of  [1]. In Table 7, the three 
predictive models for the Java course are given 
based on the programming courses taken by the 
students in level 1 and 2. The first is based on only 
one course with R2 = 0.465 while  in the second one, 
based on two courses,   R 2 = .550, and was 
statistically significant at, F_(2, 106) = 64.65, p = 
.000. In the third model, R 2 = .579, and was 
statistically significant at, F_ (3, 105) = 48.23, p = 
.000.  
 
 
 
 
 

 PHY 
1220 

PHY 
1170 

PHY 
1230 

PHY 
1180 

CSC3302 

Pearson 
Correlation 

.620** .307** .542** .503** 

N 109 109 109 109 

**. Correlation is significant at the 0.01 level (2-tailed). 

*. Correlation is significant at the 0.05 level (2-tailed). 
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Table 7: Programming Courses Model Summary 
Model R R 

Square 
Adjusted R 

Square 
Std. Error 

of the 
Estimate 

1 .682a .465 .460 13.05982 

2 .741b .550 .541 12.04134 

3 .761c .579 .567 11.68945 

a. Predictors: (Constant), CSC2203 

b. Predictors: (Constant), CSC2203, CSC2212 

c. Predictors: (Constant), CSC2203, CSC2212, CSC2233 

 
For the non-programming courses, Tables  8, 9 , 10 
and 11 display a summary for the predictive models. 
For the CSC courses, it can be seen from Table  8, 
that in Model 1, where there is a single predictor, R2 
= .572, and was statistically significant at, F_ (1, 
107) = 142.9, p = .000. In Model 2, R2 = .637, and 
was statistically significant at, F_ (2, 106) = 92.91, p 
= .000 while in Model 3, R2 = .662, and was 
statistically significant at, F_ (3, 105) = 68.65, p = 
.000. This implies that Model 1 can predict 57% 
variation in Java, Model 2 can predict 64% variation 
in Java and Model 3 can predict 66% variation in 
Java. 
 
 

Table 8: Non-Programming Course (CSC) Model 
Summary 

Model R R 
Square 

Adjusted R 
Square 

Std. Error of 
the Estimate 

1 .756a .572 .568 11.685 
2 .798b .637 .630 10.813 
3 .814c .662 .653 10.475 

a. Predictors: (Constant), CSC2251 
b. Predictors: (Constant), CSC2251, CSC2202 
c. Predictors: (Constant), CSC2251, CSC2202, CSC1303 

 
For the Mathematics courses, it can be seen from 
Table 9 that in Model 2,  R2 = .507, and was 
statistically significant at, F_ (2, 106) = 54.52, p = 
.000. For the Physics courses, however, as seen in 
Table 10, none of the models could predict up to 
50% variation in the Java course.  

 
Table 9: Non-Programming Course (Math) Model 

Summary 
Model R R 

Square 
Adjusted R 

Square 
Std. Error of 
the Estimate 

1 .664a .441 .436 13.345 

2 .712b .507 .498 12.596 

a. Predictors: (Constant), CSC2252 

b. Predictors: (Constant), CSC2252, MTH1301  

 
 

Table 10: Non-Programming Courses (Physics) Model 
Summary 

Model R R 
Square 

Adjusted R 
Square 

Std. Error 
of the 

Estimate 

1 .620a .384 .378 14.013 

2 .651b .424 .413 13.616 

a. Predictors: (Constant), PHY1220 

b. Predictors: (Constant), PHY1220, PHY1230 

 

When the programming and non-programming 
courses are combined, as the results shown in Table 
11 indicate, two new models emerge in addition to 
those earlier discussed. In Model 4, R2 = .683, and 
was statistically significant at, F_ (4, 104) = 56.08, p 
= .000 while in Model 5, R2 = .696, and was 
statistically significant at, F_ (5, 103) = 47.09, p = 
.000. 

Table 11: All Programming and Non-Programming 
Courses Model Summary 

Model R R 
Square 

Adjusted R 
Square 

Std. Error of 
the Estimate 

1 .756a .572 .568 11.685 

2 .798b .637 .630 10.813 

3 .818c .669 .659 10.372 

4 .827d .683 .671 10.194 

5 .834e .696 .681 10.040 

a. Predictors: (Constant), CSC2251 

b. Predictors: (Constant), CSC2251, CSC2202 

c. Predictors: (Constant), CSC2251, CSC2202, CSC2203 

d. Predictors: (Constant), CSC2251, CSC2202, CSC2203, 
CSC2212 

e. Predictors: (Constant), CSC2251, CSC2202, CSC2203, 
CSC2212, CSC1303 

 
5. DISCUSSION OF RESULTS 

In this study, both correlation and 
regression analysis have been used. As is well 
known correlation establishes if there is a 
relationship among two variables while regression 
analysis is used to predict the value of one variable 
using the known value of the other variable. The 
correlation results showed a statistically significant 
positive association between the Java course and 
virtually all the courses analyzed in this study. This 
indicates that there is a strong relationship amongst 
all the programming and non-programming courses 
that Computer Science students take as part of their 
degree program. The courses with the lowest 
correlation are the Physics courses showing perhaps 
that Physics has little contribution to success in Java 
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programming. In fact, there was one Physics course 
(PHY1170) that had a weak correlation (0.307) 
suggesting perhaps that its contents are not very 
relevant to Computer Science students. This finding 
is similar to [4] that found Physics to be moderately 
correlated to programming success and contrary to 
the findings of [11] that found Physics to be a 
significant predictor of programming success. 

However, it is interesting to note that in 
between these Physics courses there is a level one 
web programming course (CSC 1226) which also 
has a very low correlation (r=0.455). This rather 
surprising result may be because web programming 
is markedly different in nature from real 
programming languages such as Java. It may also be 
an indication that it is not suitably placed as a level 
one course. Besides this finding is similar to [12] that 
also found an introductory programming course to 
have a low correlation (0.319) with overall student 
performance. It is also worth noting   that the lower 
level programming courses are not the ones that are 
very strongly related to the Java course. This may be 
an indication that it is not only the programming 
courses that lead to a better understanding of Java; 
many of the other non-programming courses are also 
vital towards a solid background in Java.  

Another observation worth noting is the 
fact that the level one courses, in general, have lower 
correlations than level two courses. This may be 
attributed to the fact that when students come fresh 
into the university, the courses they take are general 
introductory courses meant to give them a strong 
foundation to the entire discipline of Computer 
Science rather than to the specific field of 
programming but as they progress into Level 2, there 
is more focus on introducing them to programming 
languages. So also as explained in [11] courses 
nearer to the predicting variable are more likely to be 
predictors. It is particularly instructive to note that 
the course with the highest correlation (CSC2251) is 
not a programming course. This finding is similar to 
that of [1] and [12] that found the course "Data 
Structures and Analysis of Algorithms" to be a 
significant predictor of success in programming. A 
closer look at the course reveals the reason of its high 
correlation; it is a course on analysis of algorithms 
which clearly would assist students in writing good 
Java programs.  

The results for the programming courses 
regression showed that the strongest model that can 
predict approximately 58% variation in Java 
comprises of the courses CSC2203, CSC2212 and 
CSC2233. This is not surprising because these are 
the three courses with the highest correlation value 
with the Java course. Besides, the finding is similar 

to [1], [4], [5] that reported success in programming 
based on previous programming experience. 

 On the other hand, the results for the CSC 
courses regression showed that the strongest model 
which could predict 66% of variation in Java 
comprises of the courses CSC2251, CSC2202 and 
CSC1303, out of which the first two are the courses 
with the strongest correlation in non-programming 
while CSC1303 is 9th in correlation value amongst 
non-programming courses.  The findings of the two 
courses CSC2251, CSC2202 is similar to that of [1] 
and [12] that reported the same courses as predictors 
of success in programming. The emergence of 
CSC1303 rather than the other courses that have 
higher correlations is rather strange. However this is 
not shocking because CSC 1303 is a fundamental 
course which teaches students problem solving 
techniques and developing algorithms for different 
problems.  

The results for the Mathematics courses 
regression showed that the strongest model which 
could predict 50% of variation in Java comprises of 
the courses CSC2252 and MTH1301. The 
appearance of CSC2252 (Number Theory) may 
probably be because computers deal extensively 
with numbers (especially 0s and 1s). Besides 
Mathematics courses in general have been reported 
as  significant predictors of  programming success 
[2], [4], [5], [6], [7], [8] [9].When all the selected 
programming and non-programming courses are 
used, the model with the strongest predictive power 
comprises of the courses CSC2251, CSC2202, 
CSC2203, CSC2212, and CSC1303. Out of these 
two are programming (CSC 2203(VB) and 
CSC2212 (C++)) and all the remaining three are 
non-programming CSC courses (CSC2251 
(Analysis of algorithm), CSC2202 (Data Structures) 
and CSC 1303(Introduction to Computer Science)). 
These 5 courses become the determinants of success 
in Java Programming. 

 
6. IMPLICATIONS OF THE FINDINGS 
This paper clearly shows that the performance of 
students in some lower level courses can be used 
to predict their results in the third year Java 
programming course. This, to some extent, can be 
useful in counseling students as to which courses 
to pay attention to in order to succeed in 
becoming good programmers. At the same time, 
the research can serve at the basis of improving 
the curriculum of the Computer Science program 
by eliminating some of the courses that are 
neither strongly correlated to the Java 
programming course nor seem to be formidable 
determinants to predicting performance in the 
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Java course. Finally, this research could help in 
raising academic attainment and improving 
students' performance. 
 

6. THREATS TO THE VALIDITY OF THE 
FINDINGS 

 
One of the major challenges of this research is in the 
limited data set taken comprising only students that 
took the Java programming course. Therefore, the 
remaining set of students that failed or dropped 
before taking the Java course have not been 
considered in the research. Additionally, traditional 
research methods of surveys and written tests have 
not been utilized as they have been shown to  be 
difficult to use to conclude and generalize on 
students' performance [28]. 
It is essential to take into account that these findings 
only represent students of Computer Science and not 
all the students of the university that take courses in 
Java (eg. Computer Engineering students). It would 
be interesting to repeat the same research for these 
other students. The findings are also only for a 
specific university underlying the need to have a 
larger dataset comprising the results of students from 
several universities.   
 
8. DIFFERENCE FROM PRIOR WORKS 

Some of the peculiar findings from this 
research based on our results include the appearance 
of CSC1303(Introduction to Programming) as a 
significant Java programming course predictor, the 
revelation that CSC1226 (Web Programming) had 
the second weakest correlation in all the courses and 
the fact that no Mathematics course appeared as a 
predictor when programming and non-programming 
courses are used. 
 

7. CONCLUSIONS 
 

This paper determines the relationship 
among students’ results of a third year Java 
Workshop Course with those of lower level courses 
taken in year one and year two and develops 
predictive models based on this relationship. Both 
correlation and regression analyses were used. The 
results showed strong correlations between several 
of the programming and non-programming courses 
and the Java programming course with the strongest 
correlation occurring in the course ((CSC2251: 
Analysis of Algorithms) (r= 0.756) and the weakest 
correlations coming from the three Physics courses 
PHY1230(r=0.542), PHY1180 (0.503) and 
PHY1170 (0.307) as well as CSC1226 (0.455). The 

regression analysis came out with the strongest 
predictive model, comprising of the courses (CSC 
2203(VB), CSC2212 (C++)), (CSC2251 (Analysis 
of Algorithms), CSC2202 (Data Structures) and 
CSC 1303 (Introduction to Computer Science)), able 
to account for 70% variance in the results of the Java 
programming course. 

This study clearly illustrates that the 
performance of students in some lower level courses 
can be used to predict their results in the Java 
programming course. If, as has been found out in this 
study,  some courses are determinants of success in 
programming for a student hoping to become an IT 
professional , it would be interesting to find out the 
determinant courses for success in other professional 
fields such as Accounting, Law, Medicine and 
Engineering. Future research work should therefore 
focus on creating a general model that can be used to 
reasonably predict students’ performance in higher 
level courses from lower level ones. 
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