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ABSTRACT 
 

Complaints provided by customers in the use of products or services is a feedback of the quality of 
products or services used by customers. In Universitas Multimedia Nusantara (UMN), students can deliver 
their complaints through an organization, i.e. Dewan Keluarga Besar Mahasiswa (DKBM) UMN. All 
students’ complaints are manually classified into predefined categories by DKBM so that it can be 
delivered to related division. It costs a lot of time and human resources of DKBM UMN, and also caused 
misclassification of incoming complaints. In e-complaint system, a method that can be used to support 
efficient complaint processing is the use of automatic classification system because it can save both time 
and human resources. Naive Bayes Classifier (NBC) algorithm is one the algorithm that can be used to 
classify text automatically and for the preprocessing stage, modified Nazief-Adriani stemming algorithm is 
used. Based on the study conducted, it can be concluded that Naive Bayes Classifier algorithm with 
modified Nazief-Adriani stemming algorithm is able to do the classification well. This is indicated from the 
precision value of 91.86%, the recall value of 84.48%, and the f-1 score value of 86.29% for the ratio of 
training data and test data 90:10, and an average accuracy of 86%. 
Keywords: e-Complaint, Naive Bayes, Classifier Algorithm, Text Classification, Text Mining 
 
1. INTRODUCTION  
 

Complaints provided by customers in the 
use of products or services is a feedback of the 
quality of products or services used by customers 
[1]. In university’s terms, student’s complaints 
about the services provided are important things to 
note because if it’s not handled properly, it will 
lead to the higher students transfer [1]. In 
Universitas Multimedia Nusantara (UMN), students 
can deliver their complaints through an 
organization, i.e. Dewan Keluarga Besar 
Mahasiswa (DKBM) UMN [2]. All students’ 
complaints are manually classified into predefined 
categories by DKBM so that it can be delivered to 
related division [2]. It cost a lot of time and human 
resources of DKBM UMN, and also caused 
misclassification of incoming complaints [2].  

In the technological era, a lot of web based 
applications is developed and complaints 
management system is also implemented online [3]. 
In e-mail based complaints handling system, a 
method that can be used to support efficient 
complaint processing is the use of automatic 
classification system because it can save both time 
and human resources [4]. E-complaint user doesn’t 

have to think the complaints’ subject or where the 
complaints should be addressed and the task to 
categorizing complaints should be done 
automatically by the software [5]. 

Naive Bayes Classifier algorithm is one 
the algorithm that can be used to classify text 
automatically. Naive Bayes Classifier algorithm 
was often used as a standard of text classification 
because it’s relatively fast and easy to implement 
[6]. Naive Bayes Classifier algorithm shows a very 
good performance and can optimally works despite 
the small number of training data [6-9]. The 
advantages of using the Naive Bayes Classifier 
algorithm (NBC) are it’s easy to use, requires only 
one time scanning of training data, and requires 
only a small number of training data to estimate the 
parameters required in the classification [9]. The 
first stage of text classification is preprocessing and 
one of the preprocessing step is stemming process 
[10]. In this study, the stemming process is done by 
using Nazief-Adriani algorithm which can do 
stemming in Bahasa Indonesia with high precision 
[11]. In addition to the stemming rules based on 
Nazief-Adriani algorithm, there are some additional 
rules for addressing stemming failures in some 
types of affixes [12]. 
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So in this study, an automated complaints 
classification system in Bahasa Indonesia for 
University Students using Naïve Bayes Classifier 
with modified Nazief-Adriani stemming algorithm 
was built. The next section will give a brief 
explanation on some theoretical basis used in this 
study, followed by the research methodology in 
Section 3. The implementation results will be 
described in Section 4 together with some analysis 
using 10-fold cross validation and confusion matrix 
methods. Some conclusion remarks and further 
research will end the organization of this paper. 

2. THEORETICAL BASIS 

Some theoretical basis will be explained in 
this Section, such as text classification, modified 
Nazief-Adriani and Naïve Bayes classifier 
algorithms, class imbalance, confusion matrix, and 
k-fold cross validation. 
 
2.1 Text Classification 

In a modern culture, text is the most 
common form of formal information exchange [13]. 
There are a large number of text-based documents 
available in electronic form [14]. Data mining is a 
process of looking for patterns on the data, while 
text mining is related to the process of looking for 
patterns on the text [13]. The main purpose of text 
mining is to allow users to extract information from 
sources in the form of text and related to operations 
such as information retrieval, classification, and 
summarization [15]. Text classification is one 
example of text mining [16]. Text classification 
will automatically classify text documents based on 
predefined categories, such as sports, politics, or 
arts [15]. The words contained in a text is called 
feature and document is represented as a bag of 
words that ignores the order of words and its 
contextual effect [13]. The first stage of text 
classification is preprocessing [10]. Generally, the 
steps taken in preprocessing are as follows [15]. 
1. Tokenizing 

Document is treated as a string and 
partitioned into token list. This method is used to 
process the content from text into single words 
[10]. At this stage, certain characters such as 
punctuations are also removed [17]. Before 
tokenizing is done, all letters on the text are 
converted into lowercase or uppercase [17]. There 
is also a filter process for words that doesn’t start 
with letter [18]. 
2.  Stopwords removal 

This step is the process of removing words 
that have no effect on a text [19]. For Indonesian 
language, examples of stopwords are the name of 

month, pronoun, conjunction, and others [18]. 
Preposition and conjunction in Indonesian language 
are also eliminated at this stage [20]. 
3.  Stemming 

Stemming process converts words into 
basic words and include language-dependent 
linguistic knowledge [21]. The purpose of the 
stemming process is to remove the affixes that exist 
on every word [22]. In this study, the stemming 
process is done by using Nazief-Adriani algorithm 
which can do stemming with high precision [11]. In 
addition to the stemming rules based on Nazief-
Adriani algorithm, there are some additional rules 
for addressing stemming failures in some types of 
affixes [12].  

After preprocessing, the text can be 
classified using several machine learning 
approaches, i.e. supervised and unsupervised 
learning [23]. This study is conducted using 
supervised learning approach because the category 
is predefined and sample document has been 
labeled with the appropriate category. One of the 
text classification algorithms that used the 
supervised learning approach is the Naive Bayes 
Classifier algorithm [24]. 

 
2.2 Modified Nazief-Adriani Stemming 

Algorithm 
Nazief-Adriani algorithm is one of the 

popular stemming algorithms, especially for Bahasa 
Indonesia. Since the automated complaints 
classification system will be focused on the use of 
Bahasa Indonesia, we used this algorithm with 
some modification according to Asian, et al. [12]. It 
has some stages as follows [12]. 
1. Search for the word in dictionary. If the word 

is found, it’s assumed that the word is a base 
word and the algorithm stops. If the word is not 
found, do step 2.   

2. Remove the inflectional suffixes if any. Start 
from the inflectional particle (“-lah”, “-kah”, “-
tah”, and “-pun”), then the possessive pronoun 
(“-ku”, “-mu”, and “-nya”). Search for the 
word in dictionary. If the word is found, the 
algorithm stops. If the word is not found, do 
step 3. 

3. Remove the derivation suffixes (“-an”, “-i”). 
Search for the word in dictionary. If the word 
is found, the algorithm stops. If the word is not 
found, do step 3a. 
a. If the suffix “-an” is removed and a “-k” 

suffix is found, remove the suffix “-k”. 
Then, do step 4. If the word is found, the 
algorithm stops. If the word is not found, 
do step 3b. 
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b. Then removed suffix (“-i”, “-an”, or “-
kan”) is returned. 

4. Remove the derivation prefix (“di-”, “ke-”, 
“se-”, “me-”, “be-”, “pe-”, “te-”) with three 
times maximum iteration.  
a. Iteration stop if: 

 There is a combination of banned 
prefix and suffix as outlined in Table 
1. 

 
Table 1: Combination of prefix and suffix which is not 

allowed 

Prefix 
Suffix which is 
not Allowed 

be- i- 
di- -an 
ke- -i, -kan 
me- -an 
se- -i, -kan 

 
 The currently detected prefix is the 

same as the previously removed 
prefix. 

 Three prefixes have been removed. 
b. Identify the prefix’s type and remove it. 

Prefix consists of two types as follows.  
 If the word’s prefix is “di-”, “ke-”, or 

“se-”, prefix can be directly removed 
from the word. 

 If the word’s prefix is “me-”, “be-”, 
“pe-”, or “te-”, additional process is 
required to do the word beheading 
process. The rules of word beheading 
can be seen in Table 2.  

c. If the word is not found in the dictionary, 
repeat step 4. If the word is found, the 
algorithm stops. 

d. Do the recoding. This step is done based 
on the prefix type and can generate 
different words. Recoding rules can be 
seen in Table 2. Recoding is done by 
adding the recoding character at the 
beginning of the decapitated word. The 
recoding character is the lowercase letters 
after the hyphen (“-”) or before the 
parenthesis if it refers to the list of word 
beheading rules [20]. 

5. If all the steps fail, the word inputs tested on 
this algorithm are considered as basic word. 

In addition to the stemming rules based on 
Nazief-Adriani algorithm, there are some additional 
rules for addressing stemming failures in some 
types of affixes. The rules are outlined as follows 
[12]. 

1. Addition of particles “-pun” to the list of 
inflectional suffix. 

2. If a word begins with “ber-” and has 
inflectional suffix “-lah”, the prefix is removed 
before the suffix. 

3. If a word begins with “ber-” and has derivation 
suffix “-an”, the prefix is removed before the 
suffix.  

4. If a word begins with “men-” and has 
derivation suffix “-i”, the prefix is removed 
before the suffix. 

5. If a word begins with “di-” and has derivation 
suffix “-i”, the prefix is removed before the 
suffix. 

6. If a word begins with “pe-” and has derivation 
suffix “-i”, the prefix is removed before the 
suffix. 

7. If a word begins with “ter-” and has derivation 
suffix “-i”, the prefix is removed before the 
suffix.  

After preprocessing, the text can be 
classified using several machine learning 
approaches, i.e. supervised and unsupervised 
learning [23]. On the supervised approach, category 
is predefined and category labeling is done to the 
sample document set or training document, while 
on than unsupervised approach, which is also called 
document clustering, the classification should be 
done entirely without reference to external 
information (categories are not defined first) [23]. 
This study is conducted using supervised learning 
approach because the category is predefined and 
sample document has been labeled with the 
appropriate category. One of the text classification 
algorithms that used the supervised learning 
approach is the Naive Bayes Classifier algorithm 
[24] that will be used in this study. 

 
2.3 Naïve Bayes Classifier 

Naive Bayes Classifier is a classification 
algorithm based on probability and Bayesian 
theorem with the assumption that each variable is 
independent of each other [25]. Naive Bayes 
Classifier algorithm is one of the most efficient and 
effective algorithm in machine learning and data 
mining caused by its independent assumptions [8]. 
Naive Bayes Classifier algorithm shows a very 
good classification performance and also can work 
well despite the very strong dependencies between 
features [7, 8]. Testing of the Naive Bayes 
Classifier algorithm yields a higher average of f-
measure compared to the K-Nearest Neighbor 
algorithm in text classification [26]. While using 
naive design and over-simplified assumptions, 
Naive Bayes Classifier algorithm works reasonably 
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well in a complex, real world situations [9]. 
There are two models of Naive Bayes 

Classifier that is often used [7]. The first one, 
namely Multi-variate Bernoulli, represents the 
document as a vector of binary attributes indicating 
whether or not a word is present in the document 
[7]. The second model, the Multinomial model, 
represents the document as a set of word 
occurrences and the number of occurrences is taken 
into account [7]. Multinomial model is generally 
better than Multi-variate Bernoulli model and it can 
reduce 27% error compared to the Multi-variate 
Bernoulli model [7]. The Multinomial model of 
Naive Bayes Classifier algorithm has two 
assumptions; the bag of words assumption which 
states that the position of the word in the document 
has no effect and the conditional independence 
assumption which states the probability of each 
feature is independent [27]. 

Naive Bayes Classifier algorithm takes 
two stages in the process of text classification, the 
training stage and the classification stage [25]. In 
the training stage, the process of analyzing the 
sample documents and determining the prior 
probability for each category based on sample 
documents is conducted [25]. The probability of 
vocabulary raised in the class in the sample 
document (likelihood probability) is calculated 
using Eq. (1) [28]. 

 𝑃(𝑊௧  |𝐶 = 𝑘) =
 ∑  

ಿೖ
సభ

∑ ∑ ೞ 
ಿೖ
సభ

|ೇ|
ೞసభ

  (1) 

The value of 𝑋௧ is the number of 
occurrences of vocabulary 𝑊௧ in the sample 
document 𝐷  in the class 𝑘. The value of 𝑁 is a 
total amount of sample documents in the class 𝑘. 
The value of  ∑ 𝑋௧ 

ேೖ
ୀଵ  is a total number of 

occurrences of vocabulary 𝑊௧ in the sample 
document 𝐷  in the class 𝑘, while the value of 
∑ ∑ 𝑋௦  

ேೖ
ୀଵ

||
௦ୀଵ  is a total number of occurrences of 

vocabulary 𝑊௦ in the sample document 𝐷  in the 
class 𝑘, calculated for each word 𝑊௦ in 𝑉. 
Probability calculation with Eq. (1) raises a 
problem when there is one vocabulary that does not 
appear at all in the sample document, which makes 
the probability of 0 [28]. Just because a word does 
not appear in the training data document, it does not 
mean that it will not appear on other documents in 
the same category [28]. Therefore, Laplace’s law of 
succession or add one smoothing is applied, adding 
a value of 1 to the number of occurrences of each 
word. Probability measurement with add one 
smoothing is done by substituting Eq. (1) with Eq. 

(2) [28]. 

 𝑃(𝑊௧  |𝐶 = 𝑘) =
ଵା ∑  

ಿೖ
సభ

||ା∑ ∑ ೞ 
ಿೖ
సభ

|ೇ|
ೞసభ

  (2) 

The denominator of Eq. (2) is added with 
the total vocabulary in the sample document (|𝑉|) 
to ensure a normalized probability after the 
numerator added with value 1 [28]. In the 
classification stage, the posterior probability 
calculation for each class of the test document, i.e. 
the probability of classes raised in the document, is 
done using Eq. (3) [28]. 

 𝑃(𝐶 |𝐷) ∝ 𝑃(𝐶) ∏ 𝑃(𝑈 |𝐶)
 ()
ୀଵ   (3) 

The value of 𝑃(𝐶) is the prior probability 
obtained from the total amount of sample 
documents in the class 𝐶 (𝑁) compared to the total 
amount of sample documents (𝑁) in the training 
stage. The value of 𝑃(𝐶) is calculated with Eq. (4) 
[28]. 

 𝑃(𝐶 = 𝑘) =
ேೖ

ே
  (4) 

The value of 𝑃(𝑈  |𝐶) in the Eq. (3) is a 
probability value of word 𝑈 in the class 𝐶 which is 
the ℎth word of the test document 𝐷 based on the 
value obtained from the calculation using Eq. (2) at 
the training stage [28]. Class determination can 
then be done by finding the highest posterior 
probability value (maximum a posteriori) [27]. If 
the value of 𝑃(𝐶 = 𝑘 |𝐷) is greater than the value 
of 𝑃(𝐶 = 𝑗 |𝐷), it can be concluded that document 
𝐷 is classified in the class 𝑘 [28]. 

 
2.4 Class Imbalance 

Most of the real word data is unbalanced 
in the context of the proportion of data available for 
each class or category [29]. In classification, data is 
called unbalanced if there is a class or category that 
has a relatively smaller amount of data compared to 
other classes [30]. A class that has a relatively 
larger amount of data is called majority and a class 
that has a relatively smaller amount of data 
compared to other classes is called minority [30]. In 
classification with unbalanced data distribution, 
data from minority class would be more likely to be 
misclassified than data from the majority class and 
the classification algorithm would tend to bias 
toward the majority class [30-33]. 

 
2.5 Confusion Matrix 

Text classification testing with Naive 
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Bayes Classifier algorithm is done by measuring 
precision, recall, and F-1 score [7,34]. Confusion 
matrix is a table that states the amount of test data 
that is correctly classified and the amount of test 
data incorrectly classified [25]. Precision is a 
measure that estimates the probability of a correct 
prediction of a positive class [35]. The calculation 
of precision of each class can be done using Eq. (5) 
[34]. 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
்௨ ௦௧௩௦

்௨ ௦௧௩௦ାி  ௦௧௩௦
  (5) 

Recall is the proportion of all predictions 
of the positive class which is correctly predicted as 
positive class [35]. The calculation of recall of each 
class can be done using Eq. (6) [34]. 

 𝑅𝑒𝑐𝑎𝑙𝑙 =
்௨ ௦௧௩௦

்௨ ௦௧௩௦ା  ே௧௩௦
  (6) 

The value of F-1 score is a relation 
between the positive label of the data and the label 
given by the classifier [36]. The calculation of F-1 
score of each class can be done using Eq. (7) [34]. 

 𝐹 − 1 𝑠𝑐𝑜𝑟𝑒 =
ଶ × ௦ × ோ

௦ାோ
  (7) 

There are two methods that can be used to 
obtain a single result from all the calculations of 
each class, i.e. macro-averaging and micro-
averaging [24]. Macro-averaging simply averages 
the count of each class, while micro-averaging 
collects the confusion matrix of each class called 
pooled table and performs calculations based on the 
pooled table [24]. Macro-averaging can take into 
account the effectiveness of a class that has little 
number of test data [24]. Therefore, measurements 
using the macro-averaging method are used in this 
study. 

 
2.6 K-fold Cross Validation 

Testing the accuracy of text classification 
can be done using k-fold cross validation [37, 38]. 
Cross validation is a statistical method for 
evaluating learning algorithm by dividing data into 
two segments, one segment is used for the training 
stage and one segment is used to validate the model 
[39]. The general form of cross validation is k-fold 
cross validation [39]. In k-fold cross-validation, the 
data are divided into k subsection with relatively 
equal amounts of data between subsections [40]. 
The training and testing process is performed on k 
number of iterations and on each iteration, different 
subsection is used for the testing process, while the 

other k-1 subsections are used for the training 
process [39]. The final evaluation is the average 
accuracy result of each validation step k [38]. The 
advantages of the k-fold cross validation method 
are that in this method, the way data placed does 
not affect because each data will appear once in the 
test data and appear as much as k-1 times in the 
training data [41]. Compared to other k values, 10-
fold cross validation is the value of k accepted as 
the most reliable method because it can provide 
accurate error estimation of a model of various 
algorithms and applications [37, 38]. 
 
3. RESEARCH METHODOLOGY 
 
3.1 Data Source 

The source of complaints data used in this 
study is UMN students’ complaints data obtained 
from Dewan Keluarga Besar Mahasiswa (DKBM) 
UMN. The data obtained consists of 500 data and 
are divided into five predefined categories. There 
categories are Akademik (Academic), Kegiatan 
(Activities), Fasilitas (Facility), BEM (Students’ 
Organization), and Lainnya (Other). There are 150 
complaints data for Akademik category, 63 
complaints data for Kegiatan category, 215 
complaints data for Fasilitas category, 50 
complaints data for BEM category, and 22 
complaints data for Lainnya category.  

 
3.2 Methodology 
1. Literature Study 

Literature study is used to study theories 
related to automatic text classification, including 
text classification, class imbalance, Naive Bayes 
Classifier algorithm, confusion matrix, and k-fold 
cross validation. The theories of the literature study 
are used as the basis of research.  
2. Application Design 

The design process of the application’s 
flow that is used to test the Naive Bayes Classifier 
algorithm is performed. This stage also conducted 
the data collection needed in testing, including 
complaints data, basic word of Indonesian language 
data, and stopwords of Indonesian language data. 
The basic word of Indonesian language is obtained 
from Bahtera dictionary [42] and the stopwords of 
Indonesian language data is obtained from a study 
titled “A Study of Stemming Effects on Information 
Retrieval in Bahasa Indonesia” [43]. The steps 
performed for the training process is described in 
Figure 1. 
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Figure 1: Flowchart of training process 

 

 
Figure 2: Flowchart of Testing Process 

 
Each training data will go through the 

tokenizing process first to convert the whole string 
into a token list. After that, the stopwords contained 
in the token list is being removed. Each word in the 
token list is then being stemmed to obtain its basic 
form. After the stemming process, update the words 
occurrence frequency in the vocabulary for its 
category. If there is any other training data, repeat 
those processes. If there isn’t any other training 
data, calculate the words occurrence probability for 
each word in each category using Eq. (2). After 
that, calculate prior probability for each category 

using Eq. (4). Meanwhile, the steps performed for 
the testing process is described in Figure 2. 
Complaint data that are included in the test data set 
will also go through the tokenizing process to 
convert the complaint string into a token list. After 
that, stopwords is being removed from the token 
list. Each word in the token list is then being 
stemmed to obtain its basic form. Calculation of the 
posterior probability is performed using Eq. (3) for 
each category. Finally, the complaint’s category is 
determined based on the highest posterior 
probability value obtained from the previous 
calculation using Eq. (3). 
3. Application Development 

The development of application that is 
used to test the Naive Bayes Classifier algorithm is 
performed. The application is developed using PHP 
programming language version 5.6.8 and MySQL 
Database version 5.5.32. 
4. Naive Bayes Classifier Algorithm-Training 

Phase 
The Naive Bayes Classifier algorithm 

training is performed using complaints data 
obtained from DKBM UMN. Complaints data are 
divided into two segments, training data and test 
data. For testing with confusion matrix, training 
data and test data are divided into seven scheme of 
comparison ratio of training data and test data [44]. 
The first step of the training stage is preprocessing 
of the training data. Complaints data that become 
training data will go through the preprocessing 
phase, including tokenizing, stopword removal, and 
stemming. The next step is the training itself. The 
training phase of Naive Bayes Classifier algorithm 
begins by calculating the likelihood probability, i.e. 
the probability of each word being raised in each 
category using Eq. (2). Next, calculate the prior 
probability of each category using Eq. (4). The 
resulting probability value is then stored into the 
database and will be used in the classification stage 
of the text. 
5. Naive Bayes Classifier Algorithm-Testing 

Phase 
The Naive Bayes Classifier algorithm 

testing is performed using confusion matrix to 
calculate precision, recall, f-1 score value. The 
average accuracy value is measured using 10-fold 
cross validation method. Complaints data that 
become the test data will go through preprocessing 
stage, including tokenization, stopword removal, 
and stemming as done to the training data. The next 
step is the classification process. Classification is 
performed for all complaints that are included in 
the test data. For each complaints data, the 
calculation of posterior probability for each class is 
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performed using Eq. (3). After the value of 
posterior probability for each category is calculated, 
the category of complaint is determined by finding 
the category with the highest posterior probability 
value (maximum a posteriori). 
a. Testing with 10-fold Cross Validation 

For the testing with 10-fold cross 
validation, the complaint data obtained from 
DKBM UMN will be divided into 10 partitions. 
The training and testing process for 10-fold cross 
validation is performed for 10 iterations. On each 
iteration, 9 partitions will be used as training data 
and 1 partition will be used as test data and the 
partitions used are different on each iteration. For 
each iteration, classification accuracy is calculated 
and for the final evaluation, the average 
classification accuracy with Naive Bayes Classifier 
algorithm is obtained.  
b. Evaluation with Confusion Matrix 

After all complaints that are included in 
the test data is categorized using Naive Bayes 
Classifier algorithm, the calculation of confusion 
matrix data is performed for each category by 
comparing the actual category with the predicted 
category obtained from the Naive Bayes Classifier 
algorithm.  The confusion matrix is then used to 
calculate the value of precision, recall, and F-1 
score with Eq. (5), Eq. (6), and Eq. (7) sequentially 
with the macro-averaging technique. 
 

4. RESULTS AND DISCUSSION 

4.1 Implementation Result 
Figure 3 shows the implementation result 

of the main page after the user login into the 
system. 
 

 
Figure 3: Home page of e-complaint system 

 
Using this system, user can input and 

submit a new complaint via a form and then the 
Naïve Bayes Classifier algorithm will be run to 
classify the complaints based on prior probabilities 
calculated. Figure 4 shows the complaints detail 
page where the complaints’ category is obtained 

from the Naïve Bayes Classifier result. 
 

 
Figure 4: Complaints detail page 

 
4.2 10-fold Cross Validation Result 

Testing with 10-fold cross validation is 
performed using the same training data and test 
data in the test with confusion matrix. The training 
data is then divided into 10 partitions with the even 
distribution of data amounts of each category on 
each partition. The recapitulation result of accuracy 
calculation is shown in Figure 5. 

 

Figure 5: Classification accuracy measurement 
 

From the calculation of the accuracy of 
each partition, the average accuracy of complaints 
classification using Naive Bayes Classifier 
algorithm is 86%. 
 
4.3 Confusion Matrix Result 

Testing with confusion matrix is done by 
dividing the complaint data obtained from DKBM 
UMN into two segments, training data and test 
data. The comparison of the amount of training data 
and test data is built using seven scheme of ratio. 
For each ratio scheme, the training and testing stage 
are performed which then generates a confusion 
matrix. Confusion matrix of each category is used 
to calculate the value of precision, recall, and F-1 
score. To obtain a single result from precision, 
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recall, and F-1 score of each ratio, macro-averaging 
technique is used. The result of the calculation of 
precision, recall, and F-1 score for each ratio 
scheme are shown in Table 3.  
 
Table 3: Recapitulation of precision, recall, and f-1 score 

calculation 

Ratio Precision Recall 
F-1 

Score 
30 : 70 0.599933 0.649229 0.579374 
40 : 60 0.652439 0.67303 0.619729 
50 : 50 0.691772 0.687042 0.642424 
60 : 40 0.637719 0.674155 0.649167 
70 : 30 0.688863 0.681567 0.677605 
80 : 20 0.759192 0.744037 0.739698 
90 : 10 0.91864 0.844762 0.862893 

 
From the calculations in Table 3, the 

highest value of precision, recall, and F-1 score 
were obtained at the 90:10 ratio of training data for 
each category. The value of precision, recall, and F-
1 score is generally increasing from 30:70 to 90:10. 
At the 60:40 ratio scheme, there is a decrease in 
precision and recall value compared to precision 
and recall value at the 50:50 ratio scheme. The 
result of the analysis of a decrease in precision and 
recall value is the presence of class imbalance in 
the confusion matrix of Lainnya category. At the 
50:50 ratio of Lainnya category, there is one 
complaint data which is correctly classified, while 
at the 60:40 ratio of Lainnya category, there is no 
complaints data which is correctly classified. 

 
5. CONCLUSION 

Based on the study conducted, it can be 
concluded that Naive Bayes Classifier algorithm 
with modified Nazief-Adriani stemming algorithm 
is able to do the classification well. This is 
indicated from the precision value of 91.86%, the 
recall value of 84.48%, and the F-1 score value of 
86.29% for the ratio of training data and test data 
90:10, and an average accuracy of 86%. The class 
imbalance occurs with Lainnya category as a 
minority class. Testing with confusion matrix 
shows that Naive Bayes Classifier classification 
result affected with the class imbalance, which 
tends to classify data from the minority class as a 
part of the majority class data. This results to a 
higher false negative value that affects the value of 
precision, recall, and F-1 score measurement. The 
future research can be conducted to study about 
how the class imbalance affects the classifier 
performance and how to prevent those effects. 
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Table 2: Rules of word beheading according to Firdaus, et al. [20] 
Rules No. Word format Beheading 
1 berV… ber-V … | be-rV 
2 berCAP… ber-CAP… (C != ‘r’ & P != ‘er’) 
3 berCAerV… ber-CaerV… (C != ‘r’) 
4 belajar bel-ajar 
5 berC1erC2… be-C1erC2… (C1 != ‘r’ | ‘l’) 
6 terV… ter-V… | te-rV… 
7 terCerV… ter-CerV (C != ‘r’) 
8 terCP… ter-CP… (C!=’r’ & P !=’er’) 
9 teC1erC2… te-C1erC2… (C1 != ‘r’) 
10 me{l|r|w|y}V… me – {l|r|w|y} V… 
11 mem{b|f|V}… mem-{b|f|v}… 
12 Mempe mem-pe… 
13 mem{rV|V}… me-m{rV|V}… | me-p{rV|V} 
14 men{c|d|j|s|z}… men-{c|d|js|z}… 
15 menV… me-nV… | me-tV 
16 meng{g|h|q|k}… meng-{g|h|q|k}… 
17 mengV… meng-V… | meng-kV…| mengV-... if V=’e’ 
18 menyV… meny-sV… 
19 mempA… mem-pA… (A != ‘e’) 
20 pe{w|y}V… pe-{w|y}V… 
21 perV… per-V… | pe-rV… 
22 perCAP… per-CAP… (C != ‘r’ & P != ‘er’) 
23 perCAerV… per-CAerV… (C != ‘r’) 
24 pem{b|f|V}… pem-{b|f|V}… 
25 pem{rV|V}… pe-m{rV|V}… | pe-p{rV|V}… 
26 pen{c|d|j|z}… pen-{c|d|j|z}… 
27 penV… pe-nV… | pe-tV… 
28 pengC… peng-C… 
29 pengV… peng-V… | peng-kV… | pengV-... if V=’e’ 
30 penyV… peny-sV… 
31 pelV… pe-lV…, except “pelajar” will be “ajar” 
32 peCerV… per-erV … (C!= {r|w|y|l|m|n}) 
33 peCP pe-CP… (C!={r|w|y|l|m|n} & P!= ‘er’) 
34 terC1erC2… ter-C1erC2... (C1!= ‘r’) 
35 peC1erC2… pe-C1erC2... (C1!={r|w|y|l|m|n}) 

Note: 
C: consonant letter 
V: vocal letter 
A: consonant or vocal letter 
P: word fragment, such as ‘er’ 


