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ABSTRACT 
 

Image compression comprises a method for decreasing image size. In the image compression process, the 
redundancy in a matrix code is removed. Compression allows data to be efficiently transmitted or stored. 
This paper demonstrates the integration of the spatial domain and frequency domain in resizing image 
dimensions according to the pixel location. For image coding, the Discrete Cosine Transform (DCT) was 
employed in the frequency domain. Then, for coding and compressing the image, Huffman coding was used. 
During the first level, quantization was employed. Before using the Huffman decoding, Dequantization was 
used for image decoding. This prepares the matrix for the use of the Inverse Discrete Cosine Transform 
(IDCT), in the frequency domain for image decoding. The new algorithm is efficient, producing a high rate 
in image compression. 

Keyword: Image Compression, Discrete Cosine Transform, quantization, Spatial Domain, Frequency 
Domain 

1. .INTRODUCTION 

Files are compressed in order to produce image 
data with a new code, in a compact form. This 
minimizes the number of bits in representation. 
However, the use of lossy compression may result in 
a distorted image. A large amount of data in raster 
images is why using refutable image compression is 
important. For instance, a one-second video clip 
comprises 25 images in a Pal system, while a one-
second color film consumes roughly 19 megabytes 
of memory. As such, a typical hard disk of 
a PC-machine with the capacity of 540 MB can only 
store one film of approximately 30 seconds in 
duration. Compression is therefore important [1, 2].  

Image compression is important as it 
decreases data redundancy, which in turn reduces the 
memory consumed and the broadcast bandwidth. 
Accordingly, owing to its Lossless assets, a method 
of compression that integrates DCT and Huffman 
coding technique was presented and has proven its 
efficiency. From the obtained results, the method 
generated high-performance compression value, 
with visually minor difference between compressed 
images and original images. Notably, many methods 
of compression are available today, but there is still 
a need for a compression method that is faster, 
storage efficient, simple to implement, and user 
appropriate. To study the strictures of image 

compression, reduce the noise ratio and great the 
compression ratio is an important constraint it gives 
an artificial performance of the compression of 
images [3-5]. 

An image encompasses a two-dimensional 
assortment that is characterized by Digital 
arrangement, but for transmission and storage 
purposes, the images are transformed into digital 
form. While Digital Image entails two-dimensional 
matrix of pixels. Meanwhile, the typical procedure 
of data compression for Image compression usually 
yields unsatisfactory outcome. In the domain of 
remote sensing, biomedical and video processing 
techniques, images of different types are used, and 
for transmission and storage, compression is needed. 
During the process of compression, redundancy or 
extra bits from the image are removed. In this regard, 
several methods of data compression which can be 
deemed as common universal compression 
procedures with the ability to compress data of all 
types. These encompass the lossless algorithms and 
they keep all information concerning the compressed 
data. Notably, images carry positive statistical 
properties that certain encoders can oppress [6]. 

The compression process codes the frame's 
data into a different form while also decreasing the 
number of bits within the image, and the distortion 
produced by the compression.  
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1.1 The Lossless Compression 

The techniques of lossless compression allow the 
image to be flawlessly recovered from the 
compressed. Another term used for this is entropy 
coding since, owing to the fact that it employs the 
statistics method in redundancy minimization. In 
general, lossless compression is employed in a rare 
application with strict prerequisites, for instance, 
medical images. Among the techniques that are 
present in lossless compression include Area coding, 
Huffman encoding, Run length encoding, and LZW 
coding Huffman Algorithm. The coding algorithm is 
grounded upon the existence of a data item, and this 
item requires less number of bits in encoding the 
more frequently occurring data. Using a code-word, 
a Huffman code contacts each symbol, and in its 
property, there is no code-word within the lexicon 
that is a prefix of any other code-word within the 
lexicon. This is a universal method to code symbols 
that are based upon their arithmetic occurrence 
probabilities [7]. Further, the more frequently 
emerging symbols are allotted with a smaller number 
of bits, whereas the less frequently emerging 
symbols are allotted with a larger number of bits.  

The Huffman code encompasses a prefix code, 
and it entails a range of sequences that form a two-
dimensional object. Meanwhile, the Huffman coding 
algorithm is initiated through a formation of a list of 
all the character symbols in downward probabilities 
order. Then, from the lowest, a binary tree 
containing a symbol at each leaf is conceptualized. 
Here, two symbols of probabilities with the lowest 
probabilities are picked out at each step. These are 
then placed at the top of the unfinished tree and 
substituted with a secondary symbol that denotes 
two original symbols. Then, the tree is navigated in 
order to determine the character digits. Accordingly, 
prior to the initiation of the data file compression, the 
codes must be extracted by the encoder. Also, the 
probabilities or occurrences need to be printed, on 
the output, which is simple to do, considering that 
the frequencies encompass integers while the 
possibilities can be inscribed as scaled integers.  

At the onset of the compressed file, the decoder 
read the code-word prefix. Then, the Huffman tree 
for the alphabet is constructed. The decoding 
algorithm is straightforward as it begins at the root, 
and it reads the first bit off the input code-word. In 
this regard, the lowest edge of the tree is followed if 
it is 0, while the highest edge is followed if it is 1. 
The next bit is then read, and another edge is 
transferred toward the tree leaves. Nearing a leaf, the 
decoder finds the original, uncompressed symbol. At 
the root with the subsequent bit, this process 
reinitiates. Conceptually, the decoding of a 

Huffman-compressed file by sliding down the code 
tree for all symbols is straightforward. However, it 
is a slow process. It is necessary that the compressed 
file is read bit by bit, and for each bit, the decoder is 
required to advance a node within the code tree [1].  

The Huffman code outcome is representable as a 
variable-length table of code in the encoding of a 
source symbol, and the Huffman code algorithm 
obtains this code from the projected probability for 
each conceivable value of the source symbol. As 
such, in general, as opposed to other entropy 
methods, more common symbols are denoted with 
fewer bits as opposed to less common symbols. The 
Hoffmann algorithm can be effectively executed, 
and it could discover a code in time linear to the 
input weight numbers, providing that these weights 
are sorted [2]. Contrariwise, the best method of 
encoding is one that separately encodes symbols. 
However, across all methods of compression, 
Huffman encoding is not ideal in all cases. 
Accordingly, Table 1 presents the symbol letters, the 
coding words, the frequency of each symbol and the 
needed total bits as representatives of each letter [ 8-
11]. 

 
Table.1: Example of Huffman variable-length coding 

 

Total Bits Frequency Code Letter 

39 13 001 (r) 

12 3 0000 (t) 

32 8 0001 (h) 

42 14 010 (m) 

45 15 011 (v) 

86 86 1 (x) 

256   Total 

  
1.2. The Lossy Compression Method Presses 
Lossy compression is commonly employed in the 
compression of multimedia data such as streaming 
data and Messenger, and it is employed in reducing 
the sound files or image files providing that accuracy 
or color accuracy is inconsequential and some loss 
of data is indiscernible. This type of Compression 
does not consider the unneeded data, and it involves 
image resizing, which encompasses moving the 
image scope by decreasing the image’s dimension in 
terms of Length and width [12]. For base 2, the 
application of the foundation is the most fitting in 
reducing the image size. As illustration: a 1024 x 
1024 image is shrinkable to sizes of 512 x 512, 256 
x 256 and 128 x 128. 

The number of colors employed in the image 
levels need to be reduced. There are 256 colors in the 



Journal of Theoretical and Applied Information Technology 
15th March 2019. Vol.97. No 5 

 © 2005 – ongoing  JATIT & LLS    

 

ISSN: 1992-8645                                                         www.jatit.org                                                        E-ISSN: 1817-3195  

 
1539 

 

grayscale image which can be decreased by half. The 
reduction will decrease the needed number of bits in 
representing each light point, that is, from 8 to 7 bits. 
However, it should be noted that considerable 
reduction of color will impact the clarity and quality 
of the image. Accordingly, Figure (1) highlights the 
clarity and quality impacting the image, which was 
used in the reduction of the number of colors [13]. 

A number of different algorithms have 
demonstrated their appropriateness for lossy 
compression. Accordingly, the usage steps of these 
algorithms can be viewed in Figure (2). Other 
comparable converts namely the Discrete Cosine 
Transform (DCT) are used in the image data 
decorrelation, after which, each conversion 
coefficient can be independently fixed while the 
density effectiveness is retained. In this regard, the 
most widespread DCT definition of a 1-D sequence 
of length N is expressed by the following equation 
(1). 

 

      (1) 
 
Where: u= 0,1,2, N-1 
 

 For the Two-Dimensional DCT, its purpose 
is to examine the efficacy of DCT on images, which 
requires the expansion of ideas highlighted in the 
most recent section on two-dimensional space. The 
2-D DCT encompasses a direct extension of the 1-D 
case and is expressed by an equation (2) below:  

 

     (2) 
 
For u, v= 0, 1, 2, N-1, and the inverse transform is 
expressed as follows:  
 

     (3) 
 

The basic algorithm for N = 8 is highlighted, 
and notably, it shows a flexible increase in frequency 
together, both horizontally and vertically. The 
highest left source algorithm of consequences from 
the propagation of the DC constituent as shown in 
Figure (1) with it is moves. As such, the algorithm 
undertakes a constant value, signified as the DC 
coefficient. 

The conversion of the image from spatial to 
Fourier format has no linkage to image compression, 
but the ensuing quantization phase is linked to image 
compression. Figure 2 shows the steps of the DCT 
and quantization. 
 

 

Figure 1: The Image Following the Use of DCT with Two 
Dimensions 

 

 

Figure 2: The steps of using bandwidth  
 
2. LITERATURE REVIEW  

 
In illustrating the importance of image 

compression: suppose there is a 100-minute video 
utilizing the standard view (PAL System) with the 
720 x 576 dots screen size. In this regard, if the PAL 
system captures 25 frames per second and the 
colored dots-point requires 3 bytes for representing 
them, then, the clip size can be regarded as equal.  
size = 720 ∗ 576 ∗ 3 ∗ 100 ∗ 60 ∗ 25

= 186624000000 byte 
Also, in computing the finalized size, it has to 

be multiplied with the overall film duration, which 
denotes a colossal number of bytes. Hence, image 
compression is highly crucial. Accordingly, a 
number of factors have been found to impact the 
decision in utilizing compression, including the 
restricted storage volumes of hard drives and the low 
speed of transport in networks [14]. 
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2.1 General Concepts in Image Compression. 
 
2.1.1 Compression ratio: This ratio is obtained 
through the division of the data signifying the 
original image over the compressed image data. This 
is expressed in Equation (4) below: 

 

𝐶 =  
ேଵ

ேଶ
                                                            (4) 

 
Where: (N1) denotes the number of bits 

within the original image (H), N2 signifies the 
number of bits within the compressed image (H'). 
Here, Cr that is greater than 1 denotes that the 
resultant image is smaller than the original image, 
while Cr that is smaller than 1 denotes that the 
resultant image is bigger than the original image 
[15]. 

 
2.1.2  Error: This notion denotes the difference 
between the pixel value within the image following 
decompression with the equivalent pixel prior to the 
process of compression [16]. 
 

𝑒(𝑥, 𝑦) = 𝐻ᇱ(𝑙, ℎ) − 𝐻(𝑙, ℎ)                           (5) 
 

2.1.3 Total error: This notion denotes the 
summation of the discrepancies within an equation 
(2) for each pixel that is present within the image. 
The computation of total errors is based on the 
expression below: 
 

    (6) 
 

3. PREVIOUS STUDIES  
 

For image compression, DWT and DCT were 
employed in Harjeetpal Singh and Sakshi Rana. In 
this study, the authors proposed the application of 
Nobel as a hybrid system. Additionally, the authors 
employed several techniques of image compression 
techniques such as Hoffman – the Hoffman 
technique is not lossless. As found by the authors, 
the application of more than one algorithm assists in 
enhancing the proposed algorithm particularly in 
terms of efficiency. The authors further stated that in 
encoding an image as a group of transform, the is 
self-similarity in a lot of real-life images [17]. 

In S. Roy, a method of compressing vector 
images known as Vector Quantity (VQ), was 
proposed. In particular, this method is grounded 
upon two compression methods. VQ encompasses 
an image coding method with the use of available 
quantities, and it transforms separate codes into 

DCT. In generating the final code file, DCT is used. 
All types of images can be used for the algorithm. 
Further, the algorithm  

The code is appended for the image and the 
image is reconstructed using the mechanism itself. 
The model images were employed in testing the 
proposed method. Then, the proposed method’s 
performance is compared with that of the customary 
VQ method, and good results were achieved  [18]. 

A novel hybrid system encompassing the 
integration of DWT and DCT algorithms under 
compression ratio settings was proposed in Boela. 
The algorithm executes DCT at the lowest DWT 
coefficient. Through the pixel's assemblage at 
comparable frequencies, DCT gains from repeating 
data. In this study, the focal point was on the 
development of an algorithm for compressing the 
static images. Also, as opposed to the JPEG-based 
DCT system, the proposed method demonstrated 
good performance. Also, it appears that the new 
system functions better within in a symmetrical 
environment and it also dramatically decreases the 
impacts of image edge destruction. From the results 
of an analysis, it is clear that a continual level of 
deformation is maintainable. For this reason, as 
opposed to other systems, the amount of required 
bits to transfer hybrid coefficients appears to be 
lower [19]. 

In Manik Groach and Amit Garg, the authors 
proposed an image compression method that 
integrates two algorithms namely DCT and SPIHT. 
Utilizing low-frequency compression, the process is 
carried out with the DCT image compression 
algorithm. This is followed by the analysis of the 
compressed image with orthogonal wavelet 
conversion. Through the analysis of the output of the 
search field algorithm, the resultant matrix employs 
a new coding within the high-frequency field. This 
domain is known as the high-frequency SPIHT. 
Contrasted with its corresponding operations as in 
the image encoding, the original image can be 
reconstructed after encoding, and the quality appears 
to be acceptable. From the experimental outcomes, 
Despite appears to impart superior quality or quality 
that is almost comparable to SPIHT [20].  

In the work of Madhavee [21], an algorithm 
was employed in the compression of a group of 
images. According to the author, the removal of 
redundancy between the images in the group and the 
individual image can improve compression. In 
compressing image sets, the author proposed the use 
of image classification and encoding conversion 
(IATC). In the IATC, the algorithm finds the image 
set’s standard model through the computation of its 
arithmetic mean and keeping it in the standard 
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matrix and when storing images. Rather than the 
original image storage, the algorithm computes the 
difference between the arithmetic average of the 
entire group of images and the standard matrix and 
storage. DWT with the encrypted Huffman 
algorithm was also employed in this study for 
evaluating the correlation coefficient, error in the 
square root box and the compression time for each 
of the identical and distinctive image sets. As 
demonstrated by the obtained outcomes, when 
combined, the grouping of images is accelerated. 

Senapatil and Kisan examined a fractal image 
compression that is inherently identical, while its 
principal structure is repeated in image reduction at 
all levels. The purpose of image compression is to 
decrease image size while image quality remains the 
same. Further, to accurately identify the small 
information eliminated from the original JPEG 
image, the authors proposed using a JPEG image. 
Accordingly, the image was broken down into two 
parts namely the domain partition and the domain 
partition. The DCT algorithm was applied to the 
image to convert it. The image was compressed, and 
the invisible signals were removed. The Huffman 
encoding was used to reduce the image size. 
Through the creation of a new code, the encoding 
will decrease the number of symbols. The result 
appears that the data is counted by Entropy. As the 
last step, the compression ratio, the middle of the 
error box and the peak signal noise ratio were 
computed. This will impart result that is superior to 
the standard JPEG image, as these parameters values 
were improved [22]. 

In Fryza, three-dimensional Cusin 
conversion was employed on the image and video 
compression program. The author mentioned that the 
proposed method is an optimal way to construct a 
three-dimensional DCT frequency input in the 
stream of signals and symbols. The amount of non-
zero frequency coefficients is dictated by the video 
sequence character. In this regard, a slow-motion 
sequence increases the low number of symbols and 
vice versa. Further, the tracking algorithm generates 
a lot of frequency coefficients. For this reason, the 
ratio of compression of the encoded output will be 
low. The author proved that the 3D DCT encoder 
compression characteristics rely on the scene 
difference, and are improvable via the intranet 
programmer [23]. 

A precise biometric system established upon 
a human ear was proposed in Saleh. Accordingly, a 
lot of structures were extracted in the spatial domain 
including the area of the ear, ear edge points, as well 
as ear sizes within diverse seats. In the registration 
stages, these structures were extracted and kept as 

patterns. The author employed Euclidean distance 
for each feature or for the entire features, and 
obtained different accurate rates of appreciation, 
reaching 88.2%. Meanwhile, the use of spatial 
domain structures and features of frequency domain 
including FFT and DCT coefficients increases the 
rate of recognition to 92%. According to the author, 
the use of the average values of 5 samples rather than 
3 samples for each person can yield 100% of 
accurate recognition [24]. 

A distinctive algorithm with a discrete cosine 
for transforms and fractional image compression 
was proposed in Sandhya. In order to obtain the best 
compression for an image, quadratic tree 
decomposition with Huffman encoding was applied. 
The application of the quadratic tree with Hoffman 
encoding imparts greater ratio of compression ratio 
and superior quality for the images that work its 
compression. The use of the proposed algorithm 
generated greater compression to images but the 
image decoding time became longer [25]. 

In Bernatin and Sundari, the authors 
demonstrated the application of a method for 
processing enormous data amounts within a video 
surveillance system. According to the authors, it is 
important to have high-efficiency video recovery 
technology and advanced video compression 
techniques. DWT and DWT were employed in this 
study, and following the usage of DCT, DWT code 
was produced. For the purpose, the statistical 
repetition code of the Hoffman algorithm was 
applied. After the encryption and decryption to 
restore images and video to what was the process of 
checking the efficiency of the algorithm. The results 
prove the high efficiency of this algorithm, and the 
authors reported that it claimed nearly 98% of its 
storage space [26]. 

The technological revolution influenced 
everything [16, 27-45], even the approaches for 
encoding time and reducing the search space for the 
real issues. These days, Artificial Intelligence (AI) 
algorithms are used widely, mainly in solving 
challenging problems such as medical image 
analysis [46-50], patterns recognition and Content-
based image retrieval [51-67], object segmentation 
[16, 27, 37, 68-73], Healthcare Monitoring system 
[40, 74], prediction [75-77], nurse rostering problem 
[78], as well as Learning Management System [79-
104]. Therefore, AI algorithms were used for solving 
various Image Compression issues [105-107]. 
 
4. MATERIALS AND METHODS 

 
The algorithm proposed in this study integrates 

the frequency domain and the spatial domain. In the 
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execution of the algorithm, first, the color image is 
read from the file, and then, the colored image is 
broken down into three images. Determined by the 
operation mode (RGB): the first grayscale image 
contains the red color intensity, the second one 
contains the green color intensity, and the third one 
carries the blue color intensity. Resizing of the three 
grayscale images is the following step. Here, an 
algorithm (DCT) is applied to the three thumbnails 
on their own with the application of the quantization 
method and mask with the DCT algorithm.  

The Huffman algorithm is then used on the 
3 resultant matrices. The three matrices are next 
merged to become a single matrix to become the 
encoded matrix. The matrix is then decoded, and the 
colored image is returned to its initial form. The 
previous steps were reversed, and vice versa. Based 
on the value of the color density of each stratum (red, 
green and blue), the Huffman matrix is broken down 
into three matrices. Then, the Hoffman inverse 
algorithm is employed on them, followed by the 
application of the reverse algorithm (DCT). The 
three images are then resized to their beginning size, 
and to establish the original color image, the three 
grayscale images are merged to become one image. 
The ensuing phase will detail these steps.  

Processing color images at programming 
languages are difficult. As such, it is much simpler 
to programmatically convert a color image into a 
grayscale image. The image from grayscale is then 
converted into a color image, based on its original 
position. Unquestionably, verification is needed to 
the original color of the image. Hence, the use of any 
color as coloring is prohibited. It is possible to 
convert a color image into a grayscale image. 
Somehow, the real color of the image may not be 
blue. Hence, when returning the grayscale image to 
its original color, the color intensity must be 
specified. It should be noted that the obtained value 
may not be as accurate. Hence, the use of the 
proposed algorithm provides a novel way to resolve 
this issue. 

 
4.1 Steps of The Algorithm 

 
4.1.1 The Coding Steps 

 
All types of color images can be used 

including TIFF, JPG, PNG, and GIF, and the 
selected images are split into 3 major frames namely 
red, blue, and green.  

The Dugad method [108] is used in 
minimizing the three images, as shown in Figure 3. 
In order to reduce the mathematical overhead, a 
number of images resizing methods were formed 

within the convert domain. Within the convert area, 
Dugad demonstrated a very efficient image-resizing 
algorithm in terms of mathematical density and in 
image value as well. Within the spatial domain, its 
antialiasing mesh retort appears to be superior to that 
of bilinear exclamation. Dugad’s algorithm is 
grounded upon the multiplication-convolution 
property of the DCT with superior characteristics of 
a resizing filter. 

Meanwhile, in order to prevent distortion in 
the image, the mode of 4 adjacent pixels is 
employed. As an illustration of the idea proposed; 
for an image with a dimension comprising of 16×16 
pixels, its dimension result must be of 8×8 pixels, 
and the four-pixel numbers (1, 2, 21, and 22) (refer 
Figure (4)). Then, computation is made to the 
arithmetic mode. The outcome value is kept within 
the first pixel, in the second matrix. As an example, 
the green color was employed for the four pixels 
within the first matrix. In the second matrix, the 
green color is also employed. The process repeated 
until the end of the image. This process is also done 
to all three images. Hence, a special domain is 
employed within the compression image. 

 

 

 
 

 
Figure 3: Figure (a)The minimization of Dugad 

method, Figure (b) the process of his method [105] 
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Figure.4: The resize of the image from(16x16) to (8x8). 

 
The Discrete Cosine Transform (DCT) can 

now be employed on the 3 matrices. In order to 
benefit from the efficiency of the algorithm in 
compression, the Huffman algorithm was applied to 
the 3 grayscale images (red, green and blue). 

At the final stage of the hybrid method, 3 
matrices are combined to form one matrix, and the 
matrix outcome encompasses the compressed color 
image as can be viewed in Figure (5) and Figure (6), 
the three grayscale images and the combined 
compression color image. 

 
4.1.2 The Decoding steps 

The procedural steps of the decoding method are as 
laid down below: 
 The moment the cypher matrix arrived at other 

band, the algorithm split the cypher matrix into 
3 parts namely a red, a blue and a green part. 

 In order to prepare for the succeeding step, the 
reverse Huffman algorithm was applied to the 
three grayscale images of red, green and blue. 
 

 The three-grayscale matrix was decoded by the 
algorithm. The Inverse Discrete Cosine 
Transform (IDCT) was applied to the three 
grayscale images. 

 The inverse of Dugad method was employed in 
returning the matrix into the normal size (the 
initial image prior to the encoding).  

 The aforementioned steps will be successively 
employed on the three frames of grayscale 
images namely, red, blue and green. 

 As the final step, the three-frame images are 
merged, resulting in the original color image. 
The procedures of coding and decoding using 
the new algorithm are illustrated in Figure (5) 
and Figure (6). 
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Figure 5: Coding the new algorithm. 

 

 
 

Figure 6: Decoding the new algorithm 
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5. EXPERIMENTAL RESULTS AND 
DISCUSSION 

 
This study employed a database comprising 10 color 
images with varying sizes for measuring the 
efficiency of the proposed algorithm. All these 
images were obtained from the Internet. The sizes of 
these images can be viewed in Table 2. 

At the start of the process, the algorithm 
separated the color image into three matrices, after 
that the resizing image method is applied to three 
matrices, figure 7 shows that the histogram of the 
three original matrices and it's resizing are similar. 
The DCT algorithm is singly applied to the dataset. 
Accordingly, the new size of the 10 images prior to 
compression and following decompression can be 
viewed in Table 3. As can be observed from the 
table, the difference in values of image sizes is linked 
to the required DCT. On the dataset, the efficiency 
of the DCT algorithm is 1.02. In this study, the 
Compression Ratio coefficient (Cr) was used as a 
factor for measuring the algorithm’s efficiency. 

Table 6 presents the Compression Ratio coefficient 
(Cr) results.  

On the exact dataset, the Huffman coding was 
applied on its own. Table 4 shows the dataset prior 
to and following the application of the new 
algorithm, and after the image is decompressed to 
return to normal (decompression images). 
Meanwhile, as can be observed in Table 6, the mean 
of Huffman is 1.9. 

The proposed algorithm was employed on the 
same dataset. Accordingly, Table 5 presents the 
dataset prior to and following the application of the 
new algorithm, and after the image is decompressed 
to return to normal (decompression images). 

 
Table (6) shows the efficiency computation 

results of the new algorithm. As can be observed 
from the results, for the hybrid algorithm, the 

arithmetic mean of the compression ratio is roughly 
5. 

 

 
Figure 7: The Histogram of Images and Resized Images 
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Table 2: Dimensions and Size of 10 Color images. 

. 
 

 
Table 3: Using only (DCT) on the Template Images 

 

Name 
Image before compression Matrix compression After decompression 

Dimensions Size (Kbytes) Dimensions Size (Kbytes) Dimensions Size (Kbytes) 

1 231x218x3 151.074 224x216x3 145.152 224x216x3 145.152 

2 241x209x3 151.107 240x208x3 149.760 240x208x3 149.760 

3 208x242x3 151.008 208x240x3 149.760 208x240x3 149.760 

4 281x180x3 151.740 280x176x3 147.840 280x176x3 147.840 

5 169x225x3 114.075 168x224x3 112.896 168x224x3 112.896 

6 194x259x3 150.738 192x256x3 147.456 192x256x3 147.456 

7 226x223x3 151.194 224x216x3 145.152 224x216x3 145.152 

8 591x591x3 1047.843 584x584x3 102.3168 584x584x3 1023.168 

9 259x194x3 150.738 256x192x3 147.456 256x192x3 147.456 

10 195x259x3 151.515 192x256x3 147.456 192x256x3 147.456 

 

Image before compression 

Name Dimensions Size (bytes) 

1 231x218x3 151074 

2 241x209x3 151107 

3 208x242x3 151008 

4 281x180x3 151740 

5 169x225x3 114075 

6 194x259x3 150738 

7 226x223x3 151194 

8 591x591x3 1047843 

9 259x194x3 150738 

10 195x259x3 151515 
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Table 4: Using only (Huffman) on the Template Images 

Name 
Image before compression Matrix compression After decompression 

Dimensions Size (Kbytes) Dimensions Size (Kbytes) Dimensions Size (Kbytes) 

1 231x218x3 151.074 224x216x3 78.127 224x216x3 151.074 

2 241x209x3 151.107 240x208x3 77.843 240x208x3 151.107 

3 208x242x3 151.008 208x240x3 76.789 208x240x3 151.008 

4 281x180x3 151.740 280x176x3 77.965 280x176x3 151.740 

5 169x225x3 114.075 168x224x3 79.765 168x224x3 114.075 

6 194x259x3 150.738 192x256x3 78.856 192x256x3 150.738 

7 226x223x3 151.194 224x216x3 77.845 224x216x3 151.194 

8 591x591x3 1047.843 584x584x3 510.328 584x584x3 1047.843 

9 259x194x3 150.738 256x192x3 79.987 256x192x3 150.738 

10 195x259x3 151.515 192x256x3 78.897 192x256x3 151.515 

 
Table 5: Using a Resize image with the DCT and Huffman coding on the Data Template 

 Image before compression Matrix compression Matrix after decompression 

Name Dimensions Size (Kbytes) Dimensions Size (Kbytes) Dimensions Size (Kbytes) 

1 231x218x3 151.074 112x104x3 30.215 231x218x3 145.152 

2 241x209x3 151.107 120x104x3 30.229 241x209x3 149.760 

3 208x242x3 151.008 104x120x3 30.215 208x242x3 149.760 

4 281x180x3 151.740 136x88x3 30.365 281x180x3 147.840 

5 169x225x3 114.075 80x112x3 22.976 169x225x3 112.896 

6 194x259x3 150.738 96x128x3 30.165 194x259x3 147.456 

7 226x223x3 151.194 112x104x3 30.222 226x223x3 145.152 

8 591x591x3 1047.843 288x288x3 209.523 591x591x3 1023.168 

9 259x194x3 150.738 128x96x3 30.189 259x194x3 147.456 

10 195x259x3 151.515 96x128x3 30.345 195x259x3 147.456 

 

Table 6: The Compression ratio of the four schemas 

Name DCT Cr Huffman Cr DCT and Resize image Hybrid algorithm 

1 1.040798611 1.933698 4.32331731 4.999967 

2 1.008994391 1.941176 4.03597756 4.998743 

3 1.008333333 1.966532 4.03333333 4.997783 

4 1.02637987 1.946258 4.22627005 4.997201 

5 1.01044324 1.430139 4.24386161 4.964963 

6 1.022257487 1.91156 4.08902995 4.997116 

7 1.041625331 1.942244 4.32675137 5.002779 

8 1.024116274 2.053274 4.21104601 5.001088 

9 1.022257487 1.884531 4.08902995 4.993143 

10 1.027526855 1.920415 4.11010742 4.99308 

Mean 1.023273288 1.892983 4.16887246 4.994586 
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In Amrutbhai and others  [109], the authors 
demonstrated the use of Haar wavelet and VQ 
techniques. In this study, LZW coding was used on 
the test images of the cameraman (256 X 256) and 
Lena (256 X 256), and the obtained observation 
mean results of compression ratio is 2.54. 

For image compression, a novel algorithm 
was proposed in Amanpreet Kaur [110]. In 
compressing a grey scale image in the spatial 
domain, the algorithm employs the technique of 
decision tree. In this study, the obtained ratio of 
average compression is 1.304. The authors reported 
that their proposed algorithm was very efficient in 
image compression.  

For the algorithm, the obtained average 
compression ratio is 4.99. Clearly, the performance 
of the proposed algorithm supersedes that of other 
hybrid algorithms that employ the exact approach.  

 
6. CONCLUSION 

 
This study demonstrated the application of spatial 
treatment and frequency treatment in digital image 
compression. For color image compression, this 
study proposed a novel algorithm with the capacity 
of converting the color image into three intensity 
images. With the use of the method proposed, the 
digital image is resized according to its location. The 
first step involved the use of frequency treatment 
with the application of the Discrete Cosine 
Transform (DCT) algorithm, followed by the next 
step which involves the use of spatial treatment with 
the application of the Huffman coding. In the first 
step of decompression, the matrix is restructured to 
produce the grayscale image. Decompression was 
also performed to the digital image with the use of 
Inverse Discrete Cosine Transform (IDCT). From 
the results obtained, it was evident that the proposed 
algorithm is efficient and robust, based on the values 
provided by a compression ratio for the resultant 
compressed images. Owing to the different image 
sizes, this paper does not take into account the issue 
of distortion. The original and the resulting images 
differ due to the rules of use of the DCT algorithm  
 
ACKNOWLEDGEMENT 
 
I would like to thank the Department of Management 
Information Systems at the Faculty of Applied 
Studies and Community Service, and to the Imam 
Abdulrahman Bin Faisal University represented by 
the Deanship of Scientific Research for their support 
of scientific research at the university and for their 
provision of all the means needed for research and 
innovation. 

 
DATABASE 

The performance of the proposed algorithm was 
evaluated using 10 self-gathered images of diverse 
flower object. 
 

Image 1 Image 2 

Image 3 Image 4 

Image 5 Image 6 

Image 7 Image 8 

Image 9 Image 10 
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