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ABSTRACT 

 
In this paper, three new algorithms have been proposed for resolution enhancement of different gray scale 
images. These algorithms were based on dual tree complex wavelet transform (DTCWT). Firstly, a 
reference image was converted to low resolution image. In the next step, this low resolution image was 
decomposed using DTCWT. Due to that, high sub-band and low sub-band images had been generated. 
High sub-band image was further processed for sharpness enhancement. Gaussian filter and Fast non local 
mean (NLM) filter were further used for generating super-resolution image. Contrast limited adaptive 
histogram equalization (CLAHE) was also used in two of the proposed algorithms. Results were simulated 
on MATLAB software. Qualitative analysis proves that the visual quality of the input image is improved. 
Quantitative analysis was also carried out in terms of peak signal-to-noise ratio (PSNR). The simulation 
results show that proposed algorithms are  better than existing ones. 
 
Keywords: Resolution Enhancement, Contrast Enhancement, DTCWT, Gaussian Filter, Fast NLM Filter. 

1. INTRODUCTION 
 

Signal processing is used to extract the 
useful information from a signal and transform the 
signal in to desired form [1-37]. Some important 
types of signals are electrocardiogram (ECG), 
electroencephalogram, seismic signal, speech 
signal, image signal, power signal, video signals 
etc. Digital image processing has a broad range of 
applications such as remote sensing, image and data 
storage for transmission in business applications, 
medical imaging, acoustic imaging, Forensic 
sciences and industrial automation [1-37]. 

 
Enhancing resolution of images plays vital 

role in improving the visual quality of the image [1-
12, 17]. In the process of magnifying an image, its 
clarity should not degrade. Information should be 
intact in the image after magnification. The quality 
of the gray scale image should be improved to use 
in various applications. One example is the case of 
synthetic aperture radar (SAR) imaging in which 
satellites are used to capture images for research 
purpose [12]. These images must be of great quality 
to extract minute information from them.  

 

Other example is of biomedical imaging 
where finest quality of the image is required [3]. 
Severe noise may degrade the quality of the image 
which must be removed by appropriate filtering 
operation. There are different types of wavelet 
transform present in literature [1, 3, 5-13, 14-16]. 
These types of transform are distinguished 
depending on the nature of the input signal. It may 
also differ depending on one dimensional or two 
dimensional nature of the input signal.  

 
In common parlance, resolution 

improvement can be best viewed when the image is 
magnified, as shown in Fig. 1 and Fig. 2. In Fig. 
1(a), red colored rectangle shows the region which 
is magnified and tested for resolution enhancement. 
Fig. 2(a) shows the enhanced version of Fig. 1(a) 
image using DTCWT algorithm. As it may be 
observed that magnification of such image has not 
degraded the quality of the image in Fig. 2(b) & 
Fig. 2(c).  

 
2. DIGITAL IMAGE PROCESSING 
 

Digital image means the captured 
picture can be directly converted to computer-
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readable format. Now days, digital cameras are 
available which were launched by Canon, Nikon, 
Sony etc. that can easily convert the image into 
compatible mode. This format may be one of the 
formats such as tiff, bmp, jpeg, png etc. Digital 
images are generated by the conversion of 
continuous signals in digital format. Major aspect 
that deals with digital image processing is that, 
most of the real-time applications use image 
processing techniques. This requires improvement 
of visual aspect of the image much higher than the 
original image.  

 
Every branch of science that deals with 

the research and development scenario or even 
other sub-disciplines collects images from 
surrounding and universe for processing purpose. 
Digital image processing is an important tool for 
evaluating the information present in images. 
Images captured using digital camera, are easy to 
process using computer technology. To assess the 
information present in digital images, there are 
certain areas which lie under image processing. 
Image enhancement, image restoration, image 
segmentation, image inpainting are some of the 
areas under which processing of digital images is 
done.  

 
Image enhancement is further 

distributed in subsections which include resolution 
enhancement, contrast enhancement, noise 
reduction, edge preservation etc. Images considered 
for such type of processing may vary with the 
applications. Medical images are readily used for 
enhancement, to improving the visual quality of the 
image. Image restoration is the process of 
compensating or reducing the noise present in 
image. Noise in any medical image may introduce 
due to several reasons such as patient’s motion, low 
illumination of light in case of radiographic image. 
So, noise reduction or removal of artifacts present 
in those images need to be removed. Image 
segmentation is another class of method under 
digital image processing. Under image 
segmentation, input image is divided into 
subsections based on pixels. This is done by 
transforming the image into appropriate mode. As 
far as image inpainting is concerned, image is being 
inpainted for recovering the scratch present in an 
image.  

 
3. LITERATURE SURVEY 
 

Hasan Demirel et.al [1] proposed a 
technique for improving the resolution using 

Discrete wavelet transform (DWT) [21-24] and 
stationary wavelet transform (SWT). In this paper, 
high frequency subband image obtained by DWT 
and input image was interpolated for resolution 
enhancement. SWT was used to enhance the edges. 
SWT decompose the image to generate high 
frequency subband image. This image is used to 
modify the estimated high frequency subband 
image obtained by DWT. Resulting images were 
combined to generate high resolution image. Hasan 
Demirel et.al [12] proposed a technique based on 
Complex wavelet transform (CoWT) for satellite 
images. CoWT is preferred because of directional 
selectivity property. HE Si-hua et.al [2] proposed a 
technique for improving the resolution of the image 
using fractal coding.  Results showed that such type 
of coding method kept the image details intact. 
Also, reconstructed image showed small error. 
Debesh Jha et. al [13] proposed DTCWT based 
algorithm for distinguishing Alzheimer's disease 
(AD) effected human brain and healthy human 
brain. Proposed algorithm is divided into three 
stages namely, DTCWT which was used for feature 
extraction, reduction of feature dimension using 
principal component analysis (PCA) and lastly 
classification between normal brain and AD 
affected brain was accomplished using feed-
forward artificial neural network (ANN).  

 
Muhammad Zafar Iqbal et. al [3] has 

improved resolution and contrast of medical images 
using DTCWT for brain magnetic resonance 
imaging (MRI), chest and ribs X-Ray images. He 
used non local mean (NLM) filter [7] for better 
result but it increased the computational complexity 
of the algorithm. In the proposed work the 
complexity of algorithm is reduced by applying fast 
NLM filter. Here, three algorithms are proposed 
which gives lower complexity as well as high 
efficiency as compared to other existing algorithms 
[1-10]. This paper is organized as follows. Section 
2 presents introduction of digital image processing. 
Section 3 describes the literature survey. Section 4 
presents the application of resolution enhancement. 
Section 5 describes the details of proposed 
algorithm. Section 6 explains the parameters used 
for quantitative analysis. In Section 7 simulated 
results are discussed.  The conclusions are given in 
section 8. Future scope is mentioned in section 9.  
 
4. APPLICATION OF RESOLUTION 

ENHANCEMENT 
 
 Some of the applications of resolution 
enhancement [19-20] are as follows: 
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a). It is required for displaying standard definition 

video on high definition TV sets. 
b). To convert grainy and old video material in 

digital format. 
c). Low resolution (75 DPI) to high resolution 

(600 or 1200 DPI). 
d). In medical imaging, for enhancing the visual 

quality of CT scan, MRI, PET images etc. 
e). In the field of forensics, high resolution images 

are required to recognize criminal face. 
 
5. PROPOSED ALGORITHM 
 

In this paper three different algorithms are 
proposed for resolution enhancement namely RM-
1(DTCWT-Gaussian-CLAHE), RM-2(DTCWT-
Fast NLM-CLAHE) and RM-3(DTCWT-Fast 
NLM). RM-1 and RM-2 algorithms are proposed 
for resolution as well as contrast enhancement. 
While RM3 proposed only for resolution 
enhancement. The block diagram of RM-1 
algorithm is shown in Fig. 3. Resolution 
enhancement of the input low resolution (LR) 
image of dimension AxB is performed by 
decomposing it using DTCWT. One level of 
decomposition produce 16 sub-bands images out of 
which 4 images are low sub-band images. 
Remaining 12 images are high sub-band which 
contains directional information. Further, high sub-
band images are interpolated using Lanczos 
interpolation by factor α. Also for contrast 
enhancement, singular value decomposed (SVD) is 
used. SVD decompose the image in three different 
matrices namely, S, U and V. Matrix U and V are 
orthogonal matrix and S is a diagonal matrix. 
Contrast limited adaptive histogram equalization 
(CLAHE) is also used to enhance the contrast [21-
22] of the LR image. Then, a weighting function is 
calculated to generate new image and it is 
interpolated by factor α/2. To increase the 
computational speed of the proposed algorithm fast 
non local mean (NLM) filter is used. Then these 
images are combined and reconstructed using 
inverse DTCWT. This will generate a super 
resolution image of dimension αA x αB. Further, 
Gaussian filter is used for filtering any noise 
component present in the super resolution image. 
Then finally, resolution enhanced image is 
produced. Block diagram of proposed RM2 
algorithm is shown in Fig. 4. Initial procedure of 
enhancing resolution and contrast of the LR image 
is same as explained for RM1 algorithm. After 
super resolution image is generated, further visual 
quality is improved using combination of filters. 

These filters include median and Gaussian filters.  
Now this super-resolution image of dimension αA x 
αB is passed through median filter. Output of 
median filter is passed through two low pass 
Gaussian filters. These are used to generate low 
pass component which are subtracted from the 
output of median filter. Resulting image is again 
added to the output of median filter to improve 
visual quality of image. To increase its contrast 
CLAHE algorithm is used. Finally enhanced image 
is generated with dimension αA x αB. Proposed 
RM3 algorithm is shown in Fig. 5. In this LR image 
is not passed through CLAHE and SVD. 
Remaining steps are same as that of RM2 
algorithm.  

6. PERFORMANCE METRIC 
 

Quantitative analysis is done in this 
section to show the comparison of the proposed 
algorithm with the state-of-art techniques. Certain 
parameters are evaluated which are summarized 
below to compute the quality of the image 
quantitatively. 
 
6.1 Peak Signal-To-Noise Ratio (PSNR) 

This is the utmost important and 
immensely popular parameter for showing the actual 
improvement of the algorithm. This is evaluated by 
the mathematical formula given by Eqn. 1 

 

                 
2

10log IMAX
PSNR

MSE

 
  

 
                   (1) 

where MAXI is the maximum intensity of 
the reconstructed image and MSE is the mean 
square error between reference image and output 
enhanced image. PSNR is evaluated in terms of 
decibels (dB). Ideal value for this is 30 to 50 dB for 
8 bits per pixel case. 

6.2 Mean Square Error (MSE) 
 

MSE is used to compute the error between 
the reference (high resolution image) image and 
output enhanced image. Major criteria while 
evaluating the peak signal-to-noise ratio (PSNR) 
and MSE is that both the images should be of same 
dimension and same class. MSE is computed using 
Eqn. 2 

         
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Where X(i,j) is the reference image and 

Y(i,j) is the output enhanced image. Ideal value for 
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MSE should lie between 0 and 1. Generally, 0 
means least error between the images and 1 means 
the maximum error.  

 
7. RESULTS AND DISCUSSION 

 
Standard images [1, 4] are collected to 

build the data set. These images are originally of 
size 512 x 512. For converting them to low 
resolution image, they are down-sampled by factor 4 
which generates actual input image of size 128 x 
128. Results are simulated using MATLAB 2014b 
version on i5 core processor. Fig. 6-9 shows the 
images which result from various algorithms and are 
used for comparison. Fig. 6(a) shows the original 
image of Lena having dimension 512 x 512. Fig. 
6(b) shows the down-sampled image of dimension 
128x128. Fig. 6(c) shows the result for using 
DTCWT-NLM-SVD-RE [3] algorithm which 
enhances the resolution as well contrast of the 
image. Fig. 6(d).shows the result of using RM2 
algorithm which reduces the computational 
complexity. Fig. 6(e) shows the image generated by 
using RM1 algorithm. Fig. 6(f) shows the result of 
using proposed algorithm which is RM3 algorithm 
that enhances the resolution of the image. Fig. 7 
shows the similar results for the Baboon image. Fig. 
8 shows the results for the Elaine image and Fig. 9 
shows the result for using the Peppers image. It is 
clearly seen from the images that results are more 
improved using proposed algorithm. For the 
quantitative analysis calculation of PSNR (dB) and 
MSE is done which is shown in Table I  

 
Table I shows the comparison of the 

proposed algorithm (i.e., RM1, RM2 and RM3) 
with existing algorithms [1] and [3]. PSNR (dB) is 
calculated for all the test images. It is observed that 
RM3 algorithm provides better PSNR value for all 
the images. Table II shows the comparison of the 
processing time. It may be observed that RM1 
reduced the processing time as compared to [3]. 

 
8. CONCLUSION 

DTCWT based three different algorithms 
are proposed in this paper. RM1 and RM2 
algorithms are used to improve the resolution as 
well as contrast of the input image. RM3 algorithm 
is used for improving the resolution of the input 
image. To show the quantitative analysis of the 
proposed algorithms images are collected namely, 
Lena, Elaine, Baboon and Peppers. Comparative 
result is shown in Table I and Table II. Table I 
shows the comparison of PSNR (dB) value of the 
proposed work and other algorithms. Table II 

shows the comparison of processing time for 
proposed algorithms with current state of art. It is 
seen that for all the images, RM3 algorithm 
provides better value for PSNR (dB) whereas RM1 
algorithm provides better result for processing time. 
Due to Fast NLM [24], processing time is reduced 
and it provides better results for resolution 
enhancement.  

 
9. FUTURE SCOPE 
 

This paper used DTCWT for improving the 
resolution of the image. Other wavelet transforms 
such as curvelet transform, contourlet transform can 
also be used in behalf of DTCWT. This may provide 
better results. For reducing the computational 
complexity, other filters can also be used. 
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            (a)                                                                           (b)                                                                    (c) 

Figure. 1 Lena 512 x 512 Image, (a) original Image, (b) 3 times magnification of red colored eye region, (c) 4 times 
magnification of red colored eye region 

 
 

                                                                         
             (a)                                                                           (b)                                                                     (c) 
Figure 2 Lena 512 x 512 Image, (a) Enhanced Image, (b) 3 times magnification of red colored eye region, (c) 4 times 

magnification of red colored eye region. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure. 3 Block Diagram for Enhancing Resolution and Contrast based on RM-1Algorithm 
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Figure. 4 Block Diagram for Enhancing Resolution and Contrast based on RM-2 Algorithm 
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Figure. 5 Block Diagram for Enhancing Resolution based on RM-3 Algorithm 
Table I Comparison of Various Methods with The Proposed Algorithm for The Image of Size from 128 X 128 to 512 X 

512. 
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PARAMETER PSNR (dB) 

                                 IMAGES 
 

METHODS 

Lena Baboon Elaine Peppers 

DWT-SWT [1] 34.8200 23.8700 35.0100 33.0600 

DTCWT-NLM-SVD-RE [3] 25.6054 25.4233 33.2323 25.1677 

RM1 25.6162 25.2700 30.9711 24.8013 

RM2 31.6556 28.4781 28.2221 33.5452 

RM3 38.7207 34.8921 37.9261 41.1749 

 
 

Table II Comparison of Processing Time with The Proposed Algorithms for the Image of Size from 128 X 128 to 512 X 
512. 

 
IMAGES DTCWT-NLM-SVD-

RE [3] 
RM1 Algorithm RM2 Algorithm RM3 Algorithm 

LENA 58.52 sec 2.99 sec 3.52 sec 4.72 sec 

BABOON 58.56 sec 3.07 sec 3.457 sec 4.6513 sec 

ELAINE 58.42 sec 2.90 sec 3.033 sec 4.501 sec 

PEPPERS 79.5794sec 9.64sec 15.91 sec 15.87 sec 
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                (a)    (b)               (c)                                (d)                (e)     (f) 
 

Figure. 6  Simulated Result of 512 x 512 Lena Image, (a) Original 512 x 512 Image, (b) Input 128 x 128 Image, (c) 
DTCWT-NLM-SVD-RE Result, (d) RM2 Result, (e) RM1 Result, (f) RM3 Result 

 
 
 

         
             (a)                            (b)                            (c)                              (d)                           (e)      (f) 

 
Figure. 7 Simulated Result of 512 x 512 Baboon Image, (a) Original 512 x 512 Image, (b) Input 128 x 128 Image, (c) 

DTCWT-NLM-SVD-RE Result, (d) RM2 Result, (e) RM1 Result, (f) RM3 Result 
 
 
 
 

           
               (a)               (b)    (c)                   (d)              (e)  (f) 

 
Figure. 8 Simulated Result of 512 x 512 Elaine Image, (a) Original 512 x 512 Image, (b) Input 128 x 128 Image, (c) 

DTCWT-NLM-SVD-RE Result, (d) RM2 Result, (e) RM1 Result, (f) RM3 Result 
 
 
 

             
              (a)             (b)                (c)                (d)              (e)  (f) 

 
Figure. 9 Simulated Result of 512 x 512 Peppers Image, (a) Original 512 x 512 Image, (b) Input 128 x 128 Image, (c) 

DTCWT-NLM-SVD-RE Result, (d) RM2 Result, (e) RM1 Result, (f) RM3 Result 
 


