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ABSTRACT 
 

In this paper, a hierarchical energy efficient LEACH is proposed using different machine learning and 
graph algorithms by using K-Means and Greedy Algorithms. Under Greedy algorithm, Dijkstra’s algorithm 
is used. The shortest path determined in each iteration provides the most energy efficient path. The research 
gaps in the existing LEACH have motivated various authors to improve it and tried to overcome its 
demerits and proposed new protocols to overcome its deficiency. The simulation is performed in python 3.6 
and the simulation result depicts that all nodes become dead when network completes around 1190 rounds 
in LEACH whereas in the proposed energy efficient LEACH protocol all nodes are dead after about 2250 
rounds. Hence, the proposed protocol enhances lifetime of the network. 
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1. INTRODUCTION  
 
Wireless sensor Networks (WSNs) comprises of a 
huge count of less powered nodes that are in the 
territory of few hundreds to thousands in number 
that have multiple functionalities and they are 
randomly positioned in an adverse environment. 
The sensor node is deployed in a sensing field and 
they are responsible for sensing the events of 
surroundings. When a node encounters an aberrant 
event, a warning message is sent to the sink node 
via hop by hop communication. There are distinct 
confrontation and design layout issues in WSNs 
viz. node deployment, routing, energy conservation, 
fault tolerance, coverage and connectivity and 
quality of service (QoS). Routing is considered as a 
dominant confrontation in WSN because of 
enormous number of sensor nodes due to the need 
to develop a comprehensive addressing scheme for 
the distribution of sensor nodes. In last few years, 
there has been a large increase in the discovery of 
different routing protocols in the field of wireless 
sensor networks, which resulted in easy distribution 
of data across channels [1].This resulted in secure 
transmission of data, but still the problem lies in the 
excess amount of energy dissipated. 
Determining reasons for high energy dissipation or 
low node lifetime is a difficult task. Graph 
Algorithms are one of the commanding ways to 
evaluate and predict their future behavior and 
performances. Although the routing protocols deals  

 
 
with the transmission of data, they are not being 
utilized effectively in increasing the lifetime of 
nodes. Different methods which uses different 
algorithms depending upon delocalization of nodes 
across space based on constraints of position and 
velocity, which have kept them missing from 
achieving their objectives [2]. However, earlier the 
methods that were being developed basically 
focused on scattering of inter cluster nodes [3]. 
These methods lacked the ability to distribute data 
and instead flooded the data as a whole to the base 
station.  
Auto generated finest paths are examined with 
these methods. These methods uses the threshold 
based algorithms to select cluster head containing 
data that illustrate the performance [1]. 
Figure 1 displays the self organization of sensor 
nodes when deployed in a hostile environment. 
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Figure 1. Self organization of sensor nodes[28] 
 
 
The functioning of LEACH is distributed into two 
steps and these steps can further be isolated into 
sub-steps. Each round commences with a set-up 
step and is dangled by a steady state step. In set-up 
step bunch heads are haphazardly picked and 
groups are sorted out as appeared in the 
accompanying Fig. 2. 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 2. Composition of Cluster formation in LEACH [30] 
 
 

Random clusters are generated and threshold for 
each round in LEACH is computed using formula: 
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Where p stands for probability of a node to become 
cluster head, r is the existing round and G is the set 
of nodes that didn’t participated in previous 1/p 
rounds. 
Probability of becoming cluster head is equal i.e.  , 
nodes having high and low energy have the same 
probability of becoming the cluster head, if a sensor 
node having less frequency is chosen , then chances 
are it would die abruptly in between the process 
thus configuration is changed. Thus this affects the 
robustness and lifetime of the process degrades. 
Also, it does not guarantee the position or number 
of initial cluster formation which leads to unequal 
distribution of clusters in the prevailing scenario. 
Moreover, outliers occur in such scenarios which 
leads to high energy dissipation reduce overall 
performance of the network.  
Most commonly faced problem in evaluating the 
performance was, how many rounds or iterations 
need to be performed in order to generate the 
shortest path. In order to overcome this problem, 
centroid of clusters were generated using k-means 
clustering algorithm [4]. The protocol makes 
assumption that all nodes always carry some data 
that is to be sent and they always have the same 
initial energy. The CHs are predefined to a value of 
either 5 percent or 10 percent . It is not suitable in 
some cases where nodes are not uniformly 
deployed. CHs are elected on a random ground and 
the residual energy is not examined during cluster 
formation. The election of CH is even not 
uniformly distributed due to which it may happen 
that CH is mainly concentrated on any particular 
area of the network; hence it may possible that 
there are some nodes who do not found any CH in 
their vicinity. Data from CHs to BS is sent in a 
single hop communication, so LEACH is not 
suitable for large regions. Since energy is more 
consumed if the nodes are farther away, thereby 
depleting their battery early causing the node 
failure.  

The present paper proposed an improved energy 
efficient LEACH that overcomes the shortcomings 
of existing LEACH protocol. Section 2 describes 
the related work related to variants of LEACH 
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protocol that is a subclass of hierarchical routing 
that will boost the network endurance and 
diminishes the energy utilization in WSN, section 3 
discuss the proposed protocol and its algorithm, 
section 4 presents the simulation and results and 
section 5 concludes the paper. 

2. RELATED WORK 

Energy Efficient Routing is one field which is 
gaining popularity day by day. Energy Efficient 
Routing is a research field which is related to the 
applications of machine learning on the information 
collected from the generated Cartesian plane to 
determine patterns and learning methods.  

Rabiaa et. al [3] proposed a technique for data 
aggregation to increase performance using the 
application of Davies-Bouldin index in order to 
provide the extent of how good the clustering is. 

SOLAIMAN et. al [ 2] mentioned the applications 
of particle swarm optimization (PSO) in which 
neighboring nodes communicate to locate best 
position. Each node is initialized a position and 
velocity and thus generate a fitness function, this 
fitness function is compared to a global fitness 
function, an update is made based on the 
characteristics. 

Arumugam et. al [4] recorded the concept of node 
deployment based on the amount of residual energy 
left, node selection is based on highest residual 
energy left, forwarded to the base station. 

M. Bani [9] proposed VLEACH that tried to 
minimize the energy utilization of WSN. The said 
protocol considers two CHs and they are called as 
CH and vice-CH respectively. Whenever energy of 
CH depletes, the vice-CH handle the remaining 
responsibility of CH, collates the data and sent the 
desired data to BS. Hence, thereby enhancing the 
network lifetime. The author used OMNET++ 
simulator, the metrics considered are initial energy 
of node, nodal distribution, position of BS, total 
number of trials, probability of CH, topology and 
time. It is found that total exchange of messages in 
VLEACH is lesser than LEACH and it implies that 
network remaining power in VLEACH is more in 
comparison to LEACH. 

Ge Ran et. al [10] used fuzzy logic approach to 
propose a new protocol LEACH-FL. It considers 
battery power, distance and nodal density. There 
are three parameters in this protocol i.e. four fuzzy 
functions, an inference engine and one module for 
defuzzification. There is a rule used by inference 
engine, they are: 

If a → b →c then d. here a, b, c, d represents power 
of battery, nodal density, distance and probability. 
The fuzzy  rules are given below: 

Probability p = [Power of battery *2 + Nodal 
density + (2-distance)] 

Here, battery power is the major element for 
probability of selecting the CHs. Simulations are 
performed using MATLAB and it showed that the 
new method consumes lower energy in comparison 
to the traditional LEACH and lifetime of node also 
increases. 

Hanady M. [11] proposed W-LEACH that used 
data aggregation algorithm for WSN to enhance the 
existing LEACH protocol. It is used to handle a 
situation where nodes are not uniformly distributed 
and it increases the network lifetime. Simulation is 
performed in ‘Ç’ language. W-LEACH introduces 
sensor weights that are used for selecting a CH. 
Sensor weights are generally based on the density 
of sensors i.e. total number of sensor nodes in 
surroundings and the residual energy. Sensor nodes 
that have larger weights are chosen as CHs and the 
nodes with lower weights are targeted to send their 
data to CHs. Simulation results showed that W-
LEACH performs better in terms of average 
lifetime of sensor node, residual energy, and 
number of alive nodes in network, time of first dead 
node and time of last node dead. 

H. Zhang [12] proposed WST-LEACH [4], it 
constructs a weighted spanning tree by using all 
CHs. The value of weight depends on residual 
energy of CH, distance among other CHs and 
distribution of other surrounding nodes of the 
network. The aggregated data from CH is sent to 
BS using the spanning tree after integration of data. 
The said protocol lowers the energy consumption 
and optimizes the data transmission path. 
Simulation is performed in MATLAB. Results 
shows that the new method increases the network 
life cycle and has better performance. 

Jie Chen [13] proposed a new clustering algorithm 
called I-LEACH that differs from LEACH on the 
basis of criteria of selecting a cluster head. It selects 
a CH on the basis of node’s residual energy and the 
distance among other CHs. The group of clusters 
sent data to BS in either a single or multi-hop 
fashion in order to save energy of CH. It increases 
the network lifetime and reduces the energy 
consumption. 

Q. Zhang [14], proposed distance and energy based 
uneven clustering called DEUC. It uses existing 
energy efficient unequal clustering (EEUC) 
protocol i.e. an uneven cluster based routing 
protocol for WSNs to select a cluster head. There 
are two phases in constructing a cluster in DUEC. 
In first phase, CH is selected by using probability 
while in second phase, clusters formed using radius 
of cluster and CHs are grouped accordingly. 
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Tong et. al [15] proposed LEACH-B in which the 
election of cluster head takes place in a two-layered 
fashion.  Initial CHs are selected randomly based 
on the native LEACH protocol, after that to keep up 
the consistent bunch heads check of n* p, where p 
is the coveted rate of group heads and n is the 
quantity of aggregate nodes, another round of 
choice/filtration is led. Two distinctive situations 
must be considered on account of the arbitrary 
number of group heads chosen by LEACH 
algorithm. On the off chance that the tally of CHs is 
not as much as n*p, a few hubs should be chosen 
from the typical hubs as the bunch heads. A clock is 
set for each ordinary hub. At the point when the 
clock terminates, and if the number is not as much 
as n*p , the typical hub with most brief time interim 
communicate an ADVCH to report its CH status by 
utilizing a non-persevering CSMA MAC 
convention. The estimation of time is set to t = k=E. 
In the event that the quantity of group heads is 
more than n*p, some low vitality bunch head ought 
to be wiped out to diminish the quantity of CH 
number to n*p. Moreover, this convention 
accomplishes the change of vitality utilization. 

Tripathi et. al [16] proposed LEACH-C that has a 
deterministic limit calculation which relies on upon 
the leftover vitality of the hub as well as the most 
recent decision of the hub as the group head. The 
check of bunch heads and their positions can’t be 
ensured. The unified calculation can be utilized to 
shape the groups which may create better bunches 
through the circulation of the group head hubs. 

Xu et. al [17] discussed E-LEACH that makes an 
improvement in selecting the CH choice strategy in 
situation where hubs have non-uniform vitality 
dispersion. It makes left-over vitality of hub as the 
primary parameter that chooses whether the hubs 
transform into heads or not following the initial 
round. E-LEACH is partitioned into various rounds, 
in the underlying round, each hub has a similar 
opportunity to transform into a group head, that 
mean hubs are arbitrarily chosen as CHs, in the 
coming iterations, the rest of the vitality of every 
hub is diverse after one round correspondence and 
considered for the determination of the CHs. This 
prompts hubs with more vitality having a higher 
likelihood of turning into a bunch head. 

Table1 describe various clustering protocols that 
other authors proposed and their strength and 
weaknesses are discussed. 

 

 

 

 

Table 1. Strength and weaknesses of various approaches  
 

S.
N
o. 

Paper Strength Weakness 

1 
Shin et 
al. [18] 

1. REAR 
supports robust 
network 
topology so if a 
node receives 
similar MREQ 
message more 
than once when 
it discovers its 
route then it 
discards the 
similar MREQ 
message and 
doesn’t forward 
it to next hop 
nodes. 

2. REAR 
uniformly 
consumes 
overall energy 
capacity in the 
network area. 

1.REAR is not 
best suited for 
dense 
environment. 

2. Reliability of 
disjoint multi-
path routing is 
low 

2 
Kim et 
al. [19] 

1. Source node 
gives priority to 
that node which 
has high energy 
level and hence 
the best 
candidate node 
is selected.                                                        
2. Network 
overhead and 
energy 
consumption 
decreases. 

1. The cost of 
broadcasting is 
big for routing 
table. 

2.  The cost of 
flooding is big 
for route 
discovery. 

3 
Akshay 

et al. 
[20] 

1. The smaller 
the size of grid, 
the more 
accurate is the 
estimation.                           
2. Grid based 
method has the 
higher 
probability of 
detection 
provided that 
object is 
moving along 
the grid lines. 

1. The method 
is not suited for 
heterogeneous 
networks. 

2. The method 
is not suited for 
sensor nodes 
with irregular 
sensing range 
and large 
coverage area. 

4 
Ganesh 

et al. 
[21] 

1. ESRPSDC 
works better 
than LEACH 
and PEGASIS. 
2.  Packet 
delivery ration 
of ESRPSDC is 
more than 
LEACH and 

 
1. The proposed 
scheme is not 
suitable for 
heterogeneous 
networks. 
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PEGASIS. 2. The proposed 
algorithm does 
not optimize the 
effective energy 
consumption 
among all nodes 

5 
Liang 
et al. 
[22] 

1. Dynamic 
scheme of multi 
copy is used in 
order to 
enhance the 
reliable 
transmission in 
case of single 
alarm packet.                   
2. The cost of 
EEDP is lower 
than the 
traditional 
methods. 

1. The cost of 
event 
monitoring 
performance is 
more. 
 

2. Efficiency of 
the protocol is 
not validated 

6 
Liu et 

al. [23] 

1.The network 
security and 
lifetime of 
network is 
maximized.                                                                    
2. The 
information 
regarding the 
share division is 
not given. 

1. The 
simulation 
indicates that if 
the radius of 
network is not 
less than 4 hops 
then the  
 Lifetime of 
network will not 
decrease.  
 

2. Randomly 
disjoint 
multipath 
routing doesn’t 
have for 
selecting a fixed 
candidate route. 

7 
Gauta

m et al. 
[24] 

1. Higher 
performance in 
energy is 
achieved in the 
said protocol.                                                                         
2. DAIC always 
select large 
energy nodes as 
primary CHs 
having 
neighboring 
distance from 
BS. 

1. Simulation 
results is not 
shown for 
routing protocol 
of wireless 
sensor networks 
based on 
dynamic setting 
cluster, 
EEEAC, and 
BCDCP. 

2. The author 
assumed that 
when the node 
is staying idle 
then no energy 
was consumed.. 

8 
Ren et 
al. [25] 

1. The proposed 
EBRP makes a 
considerable 
improvement 
over commonly 
available energy 
efficient 
algorithm with 
respect of 

1. There is a 
chance to 
further improve 
restrained the 
routing loops. 

2. There is a 
need to 

network 
endurance, 
throughput and 
energy 
utilization.                                                                     
2.  The energy 
consumed is 
evenly balanced 
for a given 
arbitrary 
deployed 
network. 

understand the 
dynamics of 
time varying 
potential field. 

9 
Wu et 
al. [26] 

1. The 
constructed 
CDS tree has 
the smallest 
energy 
consumption 
and data delay.                                                               
2. The proposed 
cluster based 
scheme has 
smaller delay 
time and less 
energy 
consumption. 

1. Data delay, 
energy cost and 
aggregation is 
not optimized. 

2. Maximum 
delay increases 
when the 
number of node 
increases. 

10 
Rout et 
al. [27] 

1. The latency 
shrinks and 
continue steady 
irrespective of 
gain in node 
density.                                                                
2. An increase 
in lifetime from 
2.5% to 9.55 is 
achieved in the 
proposed 
approach. 

1. For non-duty 
cycled network, 
the lifetime of 
WSN is very 
low. 

2. A simple 
MAC protocol 
is used 

 

 
3. PROPOSED ALGORITHM 
 
Clustering is the most significant procedure found 
in the field of Machine Learning. In this paper, we 
are focusing on clustering technique, since our 
dataset contains random nodes across the plane. So, 
to classify them we use k-means to determine the 
inter cluster relationship among neighboring nodes.  
Now, the main role of clustering technique is to 
generate centroids, train them to bind other nodes in 
same region space and then generates output in 
such a way that convergence is achieved. After the 
processing phase, the model is developed and being 
tested over isolated test configurations.  

In this, threshold is generated using the function 
mentioned in [1] i.e. LEACH which serve as the 
basic algorithm for static centroid generation, then 
clustering is proceeded by generating k cluster 
heads based on the threshold generated from [1], 
shortest path is computed using the cluster heads 
for each iteration using Dijkstra’s algorithm, energy 
is computed for that particular round. 
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As per previous studies, we know it is not possible 
to apply the traditional clustering and optimization 
algorithm on the cluster nodes as the data is not 
generalized and it might have a specific objective 
and function. Several approaches have been 
projected, applied and verified. It was claimed that 
these common approaches or algorithms weren’t 
appropriate to apply on this developing field which 
takes into account the path variables followed by 
the nodes. This paper not only uses a greedy 
approach for energy optimization but to also create 
path centric scenarios to generate a more viable 
output. As a novelty, the data is being tested over 
various iterations and configurations and energy is 
computed for every iteration until the convergence 
is achieved and the iteration with the most residual 
energy and shortest path is chosen out for further 
calculation like deriving out the overhead 
constraints involved in the process. The steps 
involved in the proposed algorithm is given below 
(3.1). 

 

3.1 Algorithm 

 1. Compute threshold for each round using T (n) 
threshold function, Int variable dead_node_count. 

 2. for  node n. Assume original energy at the start 
of the system to be equal. 

 3. Compute X (H) for each node to BS i.e. lo 
 4. Compute X (H) for each neighboring nodes i.e. l 
 5. Compute shortest values of l for each 

neighboring node to BS using Dijkstra’s algorithm. 
 6. Compute Et (M, l) 
 7. Compute ER 
 8. If   ( Et  ≥ T(n))   
      { 

     Then,  k = no of nodes having energy ≥ T (n)               
Compute ECH   

Cluster normal nodes till convergence 
     } 
       Else  
     { 
Compute Enormal.  
      } 
9.  

E

= ൜
original energy − 𝐸஼ு ,   𝑖𝑓 𝑛 = cluster head

  original energy − 𝐸௡௢௥௠௔௟ ,   if 𝑛 = normal node

A  10. Average energy = 
ா೟ାாೃ

ா
 

If E==0 
{ 

dead_node_count++  } 

 

The flowchart of the proposed approach is shown in 
figure 14 at the end of the paper. 

3.2 K-Means Clustering Algorithm 

It is a supervised based learning algorithm that 
where k cluster center are selected, grouping of 
items are performed based on the nodes selected via 
threshold function in the above mentioned leach 
protocol. Once the clusters are finalized grouping is 
performed between the nodes having smallest inter 
node Euclidean distance. This also solves the 
problem caused by random outliers as it tries to 
stop the nodes from becoming the CH which are far 
away from the current CHs. For each cluster, the 
algorithm computes the new centroids (X (H)) 
using equation 1 by taking the average of the 
current cluster members, the process stops when 
convergence occurs i.e. centroids repeats itself 

𝑋(𝐻) = ෎ ෍ ||𝑝௜ − 𝑞௝||²
௥೔

௝ୀଵ

௖

௜ୀଵ

       (1) 

 

Where, 
||pi- qj|| is Euclidean distance between pi and qj, ri is 
no of values in ith cluster, r is the no of cluster 
centers  

Steps for procedure: 

Step 1) Let Z = {z1, z2, z3……zn} be the data values 
and H= {h1, h2, h3….hn} be the set of centroids 

Step 2) Randomly select c centers 

Step 3) Calculate distance between data values and 
cluster centers 

Step 4) Assign data values to clusters having 
minimum distance from the center 

Step 5) Recalculate new cluster center using: 

ℎ௜ =
ଵ

௥೔
෌ z௜୰

௫ୀଵ
                                       (2)                      

Where ri represents data points in ith cluster, then 
compute distance between data points and new 
obtained cluster centers, if repetition occurs stop 
the process otherwise iterate the whole process 
again. 
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Fig 3. Result of k-mean for n=50 and c=3 
 
 
3.3 Dijkstra’s Shortest Path Algorithm 

In this algorithm we generate a SPT (smallest path 
tree) with starting node and base station. It contains 
two sets, one which contains all nodes present in 
the tree, and other which are not yet included. In 
each step we find a node which is present in other 
set and has minimum distance from the initial node 
selected (fig1). Following are the steps required to 
generate this configuration:  

Step 1) Create set s (shortest path set) which 
monitors the nodes included in the tree i.e. whose 
min distance from the initial node is computed.  

Step 2) Assign Euclidean distance as a measure of 
weights in reaching to the target node from the 
source node. 

Step 3) Since s does not possess all nodes, select a 
node n that is not in the given set s that has min 
distance, insert the node n to set s, update distance 
of all neighbor nodes, for  node adjacent to node 
n, if sum of Euclidean distance of n and weight of 
connection between them, is < distance, then update 
distance value of current node. 

For example: let set s be initially an empty set, and 
assigned distances be  
{0, ∞, ∞, ∞, ∞, ∞, ∞, ∞}  

 

 
 
Fig 4. Initial configuration of unvisited nodes in the 

graph 

 

Step 4) Now select the node with minimum 
distance. The node denoted by 0 is selected, assign 
it to set s. Now set s is {0}. After inserting 0 to s, 
update distances of neighboring nodes, nearby 
nodes of 0 are 1 and 7, distance generalized to 4 
and 8 respectively, the highlighted graph below 
show nodes and their distances, nodes present in s 
are shown with green.(fig 5,6,7,8,9) 

 

Fig 5.  Insertion of node 0 in empty set s 

 

Step 5) Select node with minimum distance i.e. not 
present in s. Node 1 is selected and inserted in s. 
Now s possess {0, 1}. Update distances of nodes 
adjacent to 1. Distance weight of node 2 is updated 
to 12. 

 

 

Fig 6. Insertion of node 1 following node in set s= {0}  
 

Step 6) Select node having minimum distance value 
and not present in s. Node 7 selected. S is updated 
to {0, 1, and 7}. Overwrite distance next to node 7. 
Distances of 6 and 8 are now 15 and 9 respectively. 

 

Fig 7. Insertion of node 7 in set s= {0, 1} 
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Fig 8. Insertion of node 6 in set s= {0, 1, 7} 
 

Step 7) Repeat the steps until s contains all nodes of 
the scenario. SPT generated for following scenario: 

 

 

Fig 9. Final Configuration of all visited nodes 
 

4. DATA SIMULATION AND RESULTS 

The simulation parameters are given in table 2. 
Simulation is performed in python 3.6.  

If F bits of message is forwarded across u distance, 
then energy dissipated can be computed using 
equation 3. 

 

 

𝐸௧(𝐹, 𝑢) = ቊ
𝐹𝐸௚ + 𝐹𝑢ଶ, 𝑢 < 𝑢௢

𝐹𝐸௚ + 𝐹𝐸௛𝑢ସ, 𝑢 > 𝑢௢

 

    (3)    

 

Where, Eg defines energy dissipated per bit, Ef and 
Eh are the transmission ability and uo is Euclidean 
distance from sender node to base station. 

 To retrieve M bit, system spends: 

𝐸ோ = 𝐹𝐸௚                                              (4) 

Energy dissipated by cluster heads is computed 
using equation 5. 

 

𝐸஼ு = ቀ
௡

௞
− 1ቁ 𝐹𝐸௚ +

௡

௞
𝐹𝐸஽ + 𝐹𝐸௚ +

𝐹𝐸௙𝑙஻ௌ
ଶ                                                  (5) 

Here, k is the number of clusters, ED denotes the 
processing cost, lBS is the average distance between 
the cluster head and the base station. The energy 
released from normal nodes is computed using 
equation 6. 

𝐸௡௢௥௠௔௟ = 𝐹𝐸௚ + 𝐹𝐸௙𝑢஼ு
ଶ                 (6) 

Where uCH is the average distance between normal 
nodes and cluster heads. Shortest path is calculated 
for nodes having optimum energy reserved. For 
each iteration, cluster heads are rotated based on the 
energy parameters mentioned above. For each 
iteration shortest path and energy reserved is 
computed. 

 

Table 2. Specifics of the parameters 
PARMETERS VALUES 

Total nodes (N) 100 

Starting energy of node 0.5 J 

Cluster head probability 
(p) 

5% = 0.05 

amplifier energy 
consumption for small 
distance 

103 pJ/bit/m2 

amplifier energy 
consumption for larger 
distance 

1.3*10-3 pJ/bit/m4 

Circuit energy 
consumption to 
forward/receive signal 

50 pJ/bit 

Length of packet (k) 4000 bits 

Processing Cost (ED) 11.3*10-15 nJ/bit 
 

Transmission ability  
(Ef / Eh ) 

50*10-9 pJ/bit/m2 

Energy dissipated per bit  
(Eg) 

10-11 pJ/bit/m4 

 

Firstly we calculated energy consumed by each 
node in every round by above mentioned protocols. 
Figure 10 depicts the initial traditional LEACH plot 
in the scenario. 

Instead of calculating energy from each node to 
base station we calculate energy distribution among 
neighboring nodes which is a measure of Euclidean 
distance between the nodes, as energy distribution 
among close proximity nodes are low, it can be 
computed for the entire graph too. Figure 11 depicts 
the plot for energy efficient LEACH. 
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Fig 10.  Traditional LEACH  
 
 
 

 

Fig  11. Energy Efficient LEACH showing increase in no 
of rounds 
 

 Figure 12 depicts the comparison of LEACH and 
Energy Efficient LEACH. Further the author 
compared the two protocols with ESO LEACH [29] 
and the results are plotted in Figure 13. 

 

 

 

 

 
 
Fig. 12 . System lifetime using LEACH and Energy Efficient LEACH. 
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Fig. 13. System lifetime using LEACH, ESO-LEACH.and Energy efficient LEACH 
 

 

 

5. CONCLUSION 
 

In this paper, we provided an insight to how graph 
algorithm can be used to minimize the excess 
energy consumption in the field of hierarchal 
routing and this can further leads to low number of 
possible dead nodes and in turn increase the overall 
lifetime of the process. In addition, the Euclidean 
distance is used as a measure of energy consumed, 
as more the distance between the nodes, the more 
energy is dissipated in transferring the data to the 
other node, thus this leads to decrease in the overall 
lifetime of that node, whereas in our procedure we 
send data to that nearby node which possess low 
overall transferring weight, data is aggregated there 
and send to the successive low weighted node, this 
process is carried until data is collected from all the 
nodes. The proposed approach of this paper can be 
used in the different real world scenarios in future 
which involve different configurations of node 
deployment. Other optimized graph algorithm can 
be used to carry out process in the future. Other 
variables such as inter cluster distance can be taken 
into account and this approach can be applied 
within the clusters for more energy optimization. 
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Fig  14. Flowchart of Energy Efficient LEACH 
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