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ABSTRACT

Nowadays, text summarization has become an important issue to extract the required information within
short time. Several techniques on extractive text summarization have been developed for summarizing
English text(s). However, there is a few works done for the summarization of Bengali text(s). In this paper,
an improved extractive Bengali text summarization technique has been proposed with enhancing the word
scoring process, position value heuristics and summary generation procedure of our previously presented
summarizer. In the word scoring procedure, each word is preprocessed using noise removal, tokenization,
stop word removal and stemming operation. Then, a heuristics is applied to calculate the word score
through checking it in all the input document(s). Moreover, a modified heuristic is proposed for the
sentence scoring in which it has given the priority highest to the middle sentence and then the upper and
lower sentences from the middle sentence will be less prioritized. Finally, top k-sentences are extracted
from each of the clusters of sentences made by K-means clustering algorithm and then the extracted
sentences are sorted as their actual appearances in the original document(s). Thus, the final summary is
synchronized with the original document(s). In comparison to the existing method, the experimental result
shows that the proposed improved technique produces better summarization to satisfy the end-users.

Keywords: Text Summarization, Extractive Summarization, Bengali Text Summarization, Heuristics,
Synchronized Summary

1. INTRODUCTION able to convey the important information of the

The desired amount of information is
collected from the massive sources such as news
portals, social media, Internet transactions and so
on for numerous purposes. It is often difficult to
find the relevant information from the big amount
of collected data [1]. Presently, the huge amount of
textual data is available in many different natural
languages in the era of big data which has the
potentiality to be mined for extracting the exact
information. Search engines such as Google,
AltaVista, Yahoo etc. have been developed to
retrieve the specific information from this immense
amount of data. However, the outcome of a search
engine is not able to provide the predicted
summarized result where summary is a text that is
produced from one or more texts concisely that is

original text(s). The most important benefit of using
a summary is that it can reduce the studying time
and monotonicity of a user. For this reason, text
summarization, an application of data mining and
natural language processing (NLP), is one of the
most popular research areas that can allow the
reader to get a quick overview of the entire
document(s) [2].

Therefore, text summarization offers’ an
important role in the context of text mining and
NLP. In this way, text summarization aims to
concise the source text(s) into a shorter and precise
form with preserving its information content and
overall meaning [3]-[10]. In general, text
summarization techniques can be classified into two
categories: extractive and abstractive. Abstractive
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techniques attempt to improve the coherence among
sentences by eliminating redundancies and
clarifying the contest of the sentences while
extractive techniques perform summarization by
choosing the most meaningful sentences of the
document(s) according to some standard
measurements on the sentences. Both techniques
are used for summarizing text either for single
document or multiple documents. Abstractive
summarization usually needs information fusion,
sentence compression and reformulation which
make the abstractive summarization schemes
complex because it requires deeper evaluation of
source documents and concept-to-text generation as
well [11]. On the other hand, extractive
summarization techniques find out the most
relevant sentences in the document(s) [12]. These
techniques also remove the redundancy of the input
text(s). Therefore, extractive summarization is less
complicated than abstractive summarization to
bring out the summary. However, extractive
summarization involves assigning saliency measure
to some units (e.g. sentences, paragraphs etc.) of
the document(s) and extracting those with
maximum scores to prepare the summary. The
mostly used methods for extractive summarization
are TF/IDF (Term Frequence/Inverse Document
Frequency) sentence scoring approach, graph
theoretic approach, cluster based method, machine
learning based approach, query based extractive
approach, regression for estimating feature weights,
multilingual, topic-driven summarization, centroid-
based summarization, LSA (Latent Semantic
Analysis) method, networks based approach, fuzzy
logic based approach etc. In this paper, an
extractive summarization technique is proposed
based on the TF/IDF sentence scoring approach and
cluster based method for multiple Bengali
documents.

Recently, there are several works done for
English, Hindi and Chinese text summarization
while a very few attempts have been made for
Bengali text summarization. For instance, the
authors of the paper described in [13] proposed a
cue-based hub-authority approach for multi-
document Chinese text summarization. It is a graph
based summarization approach that extracts the
feature words (or phrase) of various sub-topics
using TF/IDF. Then, the sentence with the most
ranking score within each topic is chosen as the
summary. An  integrated  multi-document
summarization approach based on hierarchical
representation is presented in [14] for Chinese text.
In this work, query relevancy and topic specificity
are used for filtering purposes. The authors also

calculated Point-wise Mutual Information (PMI) for
identifying the subsumption between words and
high PMI regarded as related. The authors of the
paper described in [15] proposed an automatic
summarization technique for Chinese text based on
sub-topic partition and sentence features. In this
process, the sentence weight is calculated by
LexRank algorithm combining with the score of its
own features such as its length, position, cue words
and structure. The paper in [16] focused multi-view
sentence ranking for query biased summarization of
Chinese language. The authors proposed an
approach that first constructs two base rankers to
rank all the sentences in a document set from two
independent but complementary views and then
aggregates them into a consensus one. They
selected the most significant content from the
document set with high biased information. The
paper in [17] described a sentence clustering based
summarization for multi-documents text in which
sentences are clustered wusing a similarity
histogram based sentence clustering algorithm to
identify multiple sub-topics (themes) from the input
set of related documents and the representative
sentences from the appropriate clusters are
selected to form the summary. The authors of the
paper in [18] presented multi-document
summarization using clustering & feature specific
sentence extraction. The paper [19] focused another
method of multi-document summarization using
sentence clustering for English language. The paper
described in [20] presented text summarization
using clustering technique. It is the clustering based
approach that groups first, the similar documents
into clusters and then sentences from every
document are clustered into sentence clusters. And
best scoring sentences from sentence clusters are
selected to generate the final summary. For finding
the similarity, cosine similarity is used. The authors
in [21] proposed an extraction based summarization
technique using k-means clustering algorithm
consisting of three steps process: tokenization,
computing score for each sentence and applying
centroid based clustering on the sentences, and
extracting important sentences as part of the
summary. A multi-document text summarization
for Bengali text is presented in [22] where Term
Frequency (TF) based technology is used for
extracting the most significant contents from a set
of Bengali documents. For finding the best
relevancy of sentences, the A* search algorithm is
applied. Then, it finds the final summary. The paper
in [23] proposed another work through sentence
scoring and ranking in English. The authors of the
paper explained in [24] proposed an extractive
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summarization technique for Bengali document(s)
through the usage of k-means clustering algorithm,
where they have calculated the word scores
considering only the current document and given
more emphasize on the first sentence for calculating
the sentence score. They used TF/IFD method for

on the heuristics that it can often be the most
important sentence in the input document. Then, the
score of each sentence is calculated by the total sum
of the words’ scores [23]. Moreover, if the sentence
contains any cue or skeleton word, then its score is
increased by 1 [23]. After that, the document is

calculating the scores. After that, K-means
clustering algorithm is used to generate two clusters
of the sentences for Bengali text summarization.
However, the summary of the document(s) is not

synchronized with the original documents. In this P P
paper, an improved Bengali text(s) summarization ‘
is presented that uses a modified heuristics for
calculating the word and sentence scores through
TF/IDF method for the paper described in [24]. In
addition, a proposal for the synchronization of the
summary is also introduced in this paper.

stored in a separate file with the sentences’ scores.
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2. PROPOSED TECHNIQUE

As mentioned in the previous section, the
authors of the paper described in [24] presented a
technique for summarizing Bengali document(s)
using K-means clustering algorithm [24] that lacks
of synchronization specialy with a less efficient
word and  sentence  scoring  procedures.
Consequently, an improvement of that Bengali
summarization technique has been presented in this
paper. In this proposed scheme, some heuristics for
word and sentence scoring procedures along with a
synchronizing technique to generate the final
summary are presented. The same preprocessing
steps such as noise removal, tokenization, stop
word removal and stemming [24], [25] are used in
this proposed approach as well. For calculating TF,
each word is checked in all input documents to find
its frequency. Then TF/IDF [15] is used finally to
calculate the score of the word. On the other hand,
the middle sentence has been given the highest
priority for the sentence scoring phase and the
upper and lower sentences from the middle
sentence will be less prioritized. The middle
sentence has been given the highest priority based

with scores

no| SCR=SCR+1 SCR=SCR+1

Skeleton word in the
sentence?

Figure 1: Flowchart of improved extractive Bengali
document(s) summarization technique

For multiple documents summarization,
the preprocessing, word scoring and sentence
scoring operations are repeated as mentioned above
and also the results are placed into the same file in
such a way that all the documents are merged.
Subsequently, the sentences are sorted in
decreasing order of scores and it has been taken
into consideration that the highest score is as
centroid 1 and the lowest score is as centroid 2 to
perform the K-means clustering algorithm [21] [26]
with a view to creating the two clusters of
sentences. After getting the final two clusters of
sentences using the K-means clustering algorithm,
top k sentences from each cluster are extracted to
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get the summary. Here, & sentences can be
measured as 10-40% of total sentences of the
original document(s). Finally, the sentences in the
generated summary are sorted as their actual
appearances in the original document(s) to offer the
synchronization ~ with  the  original input
document(s). The discussed working steps of the
proposed improved summarization technique are
illustrated in the following flowchart of Fig. 1.

The proposed extractive text
summarization technique is further discussed here
in step-by-step:

2.1 Preprocessing

The operations performed in this step are
noise removal, tokenization, stemming and stop
word removal. Noise removal is involved with
removing header, footer, etc., from the document.
Tokenization separates each word into lexical form.
Words are separated with the aid of ¥, wif& etc. A

word can be found in different forms in the same
document. Stemming means the Bengali words
need to be converted to their original form for
simplicity. The stemming algorithm is used to
transform words to their canonical forms, like
TBAE, OB, SPIAe, SHBid etc. should be

converted to their original form 3. The rules for

stemming any word are discussed in [24], [25] in
detail. In the proposed technique, the following
rules for stemming any Bengali word are used:

i. X # When X appears at the end of a word, remove it.
ii. Y > Z # When Y appears at the end of a word,
replace it with Z
ili. Y.Z > AB# When Y, followed by some character
a, followed by Z or # appears at the end of a word,
replace with AaB

Table 1: Examples of Bengali word stemming.

Suffix Original words After Stemming
B # (AICE, T2 HCRTCH, TR
ot # TACS!, T # T,
<3 # GBI, ORI # CTo1, 072
Go o> o # (S0, (I0h # ST
Co G # (PR, # 3T, SPI
R Dol (SR

Let’s see an example: ifem ste w5z, After
stemming, it will be féw ster #5. Some examples ar
eshown in Table 1. Consider the words #TTI=z,

CTIE since 3, (%, 91 appear at the end of any word,
they are removed from the original word (according
to the rule#01). For #TCS, (I since i, G appear at
the end of a word, they are replaced with =t
(according to the rule#02). Again for #FREH,
CSOiReeW since Cz, ¢ fRee appear at the end of a
word, they are replaced with [ and will be #3W,
©PT (according to the rule#03).

2.2 Scoring Procedure

For word score calculation, TF/IDF
approach is used. If there are more unique words in
a given sentence, then the sentence is relatively
more important [23]. In this technique, the number
of times that each word occurs in all documents is
considered for the calculation of its score. The
TF/IDF to calculate the word score is defined as
follows:

TF= tfw; ¢ idfw; (D

idfwi =log (F=="+1) )
Where, TF=Term Frequency, #fwis
=Number of occurrences of the word i/ in the

sentence S, idfw; =Inverse document frequency,
N=Total number of the sentences in the text and »;
=Number of sentences of all documents in which
word w; occurs. Now, the sentence score (SC) is
found as:

SCcux=Y.TF + PV 3)
_ 1
PV—\/Tp 4)

Here, Sp = Position of the sentences and
PV =Position value. In this case of PV, we have
updated the existing assignment mechanism. In the
proposed technique, we have assigned the highest
priority (i. e., 1) to the middle sentence and the
priority of the upper and lower sentences from the
middle sentence will be decreased accordingly.

2.3 Generation of Synchronized Summary

Calculating the entire sentences’ scores K-
means clustering algorithm is applied. For this, the
sentences’ scores are sorted. After that, the lowest
and the highest scores are assigned to the two
clusters’ centroid M1 and M2, and the distance
from each centroid to each sentence is measured.
Nearest distance closest to one centroid means that
the sentence belongs to that cluster. Thus, two
clusters are created and for next iteration, centroid
values are updated. For updating the centroid
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values, the average values of each cluster are
calculated and assigned them as new centroids.
This process is repeated until two consecutive
iterations produce the same result. Then, top &
sentences are extracted from each cluster to
generate the summary. Moreover, extracted k-
sentences from each cluster are sorted according to
their actual appearance in the original documents.
Int his way, the generated summary is
synchronized with the original document(s).

3. EXPERIMENT
ANALYSIS

AND RESULT

For experimental result analysis, let us
consider two speech documents to be summarized.
Among which the first document can be found at
[27] while the second document can be found at
[27] which are also place below.

15t Document:

A ST WY, CFH R, SoeRes™
432 Afere Fire 8 T R SRR 2fS 939
T AN 8 BTSN @ AR Frwiefohg wie
I AR =0 =i @ S Rraet JufEs) Janre Rt
3 8 (A, FER M (AR COIal a0TR SN FCEE
e, (RIG oS CRTT Jor I SCALT, Toood Rt &g
AR CFE (OEHE SRR ofS 939 SR Tl Tw
ST @ GTSHIINS SIS @ (T, (ORI (e ¥ 203 (T
3 IRER N SN @ 2AfSHHG [ 7 (A CRaregE
AfSTaa SR @ T2 F© AIFe F(F AT @ g Rugtsred a=
CHIAIN 203 ) e oo aoT —, R & @R
FAGTME (AF (SHIAT T B2 (RF GRE el
T G SN O SfeTial ©S (QRFSICEee SR, TJ9E
CRIPIRFLLCOTRT (Ot Yol 203 (T SN @ IS (A2
OIS AT I Ted sfes o (ot ¢ Seafss

AR Fe1AS ¢ qeey SfeRTw Seted a3 WS ¢ g
AT TS S 24 SofY RO e T35 ooy e
SCAGFR G2 Foses1{w, 7 &ifs Fifrs 77, o2 e
Tafod RRIC SACRIRe FICo 12T 2 G A oS g
SRS S AW TP AT SR TS O 2 R (T
i3 Tifore Tafow baw e SIaRs T 0 (13 wifew
AT AT FEFIF ST SRS @32 FHEFS 709 T
el S SIS AR e, (S SEneE, e,
BB, AR T G ([FERCIF SSHT5 (ATF (T TF I
(P AT o1 (AT ARISEIRS AT 9B e 39
TRe T B @ Y20 G (S (MY SCENFS A SO
I Siier F© WE iRl @y 2fodiie Frss el v 33 97
S FREFR GaliE RifF 200 20 9 Sieed 92 AThEt
BY GG AT SN 92 SEHICAT FGCH < 20 CoICT b1t
T, 9T Ty I B Trelafet TR Gl SIS (A TIBCE 9F
A THRA IS I BT W2 ABCO 3, HCARFS AT
AR TG O TR 4TI

Getting the sentences’ score of all
documents using the improved scoring process, the
scores with sentences have been stored in a merged
file which is shown in Table 2. Then, K-means
clustering algorithm has been applied with initial
centroids as M1=54.40 and M2=2.49. As discussed
earlier, the final iteration of the clustering algorithm
is shown in Table 3.

Table 2: Merged file with sentence scores.

Sentence | Score Sentence

Number
0 54.40

oS R ©13 @ (T, T

oIS (AT CoTaT @R SN

eI S, (2B 4 coifica
SR 2ff2if=E (|

CFCT TN TG ICACRA A CIEH, TR, S0,
AR5, AAE BENE @ PR ot Rrwidiz skt
GRS TS FCIRA TG (SRS SIHI TCO13 (7 3
ISR 2 TogET FARAR IFA, TN @ B A
G e afoRy @ Wi TR AN G e,
I(F &SR3 e (ORI TR A Al @ e AgRA!
I AOTR, (ST AWM [ I T commacee afsyy
T PR Ry SR TR S S, @ oDt (TR
Face CorwEre SflPE (58 FRAREH,G 2SI o
PTG STrePTIaiE 8 (AR (21P] q2==eTa et e ot -
Tifs @ ReReR Feict Roafere 28 (TReR S -t
RO (T (ITNIT TINGZ AT (T IR —| FRIF
M, AN Srel) SSFIA1

2" Document:

) 51.63 | e R o, SRS s
CCE, 3 Tt <[efe, e,
AT AT @32 (RFCIA SSHT5f
(AF (A & ICH (AP Geffost

AL (RIS AT

T HGCFT G2 5B VY GIG(F
AT ST G SIS LG <
TCH C9ITT BETCR A, F &) SRETH
Greslel FRIBCF AR SPTCO 203
SISy (Tl AT T e @ e
YR NTT 9L IR, CONITTa
SMCE 379 FCI T COTTIRCPS
&fogy TR PR TRCY S
R
T, COIRI (O A TR @
AT 9 IS (ACF L TOIO

3) 47.94

@) 47.54

) 43.42
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BTN FCT S Ao oot 1) 18.45 | <= vl fca corl ore-alf
¥ @ SEGISF (T I S 8 RIS Fempicel fCRifers 2@l
AR (22) 17.75 9F 2 JO AR ICI MR @ ARG
(6) 42.25 A ST TR, AT Ryl
O, SO e 23) 1770 | Come »RIe 2 32e1 o oiefee
@fwmw;im@afﬁmﬁ’r S —
OISR I 2 73T S A
; W;ZT (24) 17.64 | Comae SIom wrete o7l @ wifeq
Y2 TG IR
(7 36.30 | 1S3 8 (@I, SNl (&
f# 20T (T 9% STRBCER T ST 25 16.74 (T S A (2
9 ARSI T T e CMRCarege (OIS $IH— T AT (417
afza ol R
®) 35.95 17 Gifore Gares b e (26) 1641 | ol &0 GCH, R &= (50
AR T 20 (578 @ifed AToR el
G R ST S @9 27 15.08 | Wy afowiRe w3 gamf s 33
FRFo 209 203 (28) 14.34 | @ TR weaee e 2re
9) 3221 | SIECHT 9% T2 @ @l S 2@
TSI SR 241 SO R 29) 13.88 | <, @ AfOHIC (ST Rpréie
SIS T & N G STEFE-AIE @ (R (2P
SR Fows| (30) 1358 | Siaiies e ook 91a 33 72er
(10) 31.64 | OISR, AR, ISR, AR TF, By
e R ¢ efebies o G1) 1220 | S sl @ e siefig
PR e i bt (32) 11.62 | % cats Comons o 312 2
PR TS ST ‘
(1) | 2860 | T ’gﬁ% w;ﬁ:jﬁﬁf 33) 11.58 | e e S i ok
@ﬂ O SISIPS 09 A\
- (34) 11.34 T I 207 T3 el
(12) 27.10 5 @ Y206 G (9T CT3 (33) 9.59 | IR KW, I T S
RS TR TSI SN Sy (36) 2.49 LM
3o 5 @iyl
(13) 26.84 | TRIBE 9F AN THRE FICO T Table 3: Final iteration.
“ BTEI AL ABTS A, SRS g Centroid | Cluste | Scor Sentence
ey I no. e
(14) 26.28 QIR R, T 54.40 TS RPRTR] ©1% @
ST, AT AT e QI FE oif o
SRICHCH BTG 98 T 2 oq2g3| corEr ﬂﬁ@ﬂﬁm
SIS G
(15) 25.89 IR 3%, A G S I, " W\“’ 21
o o G ':zmﬁ;-mm
(16) 2496 | ST @ afseRiE Rrefob NS R
WW%WWTGW e e
= MI1=54.4 | Cluste coPeCer, S S,
(17 23.42 ST A, A @ Rl 6 1 e, BT, 40T
TR @3 pie @fozy @ 2ifs T G992 ([RFIRCTT
FCICE CTRTIAN Sl (A CTLF &
(18) 22.16 | M S M OIRCE G o I (AT TfoF o1
If® I e RIS AT
(19) 20.04 | SRS GRCAE &=y COMITHE T 4794 | w9 e 93 AC5E!
ST wS (2T, J74 (2T WY JFGHP FACT S
(20) 19.02 S 1, @ 2SIt TR Jace 3 SRHICTF T (T
(OIS el (531 P QU CAICET BeTC A1, &
Tol) T S Gt
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SIBCE AT SIS F——
Wmﬁlwﬁ 26.84 | IWIZE &4 AL THI
47 54 h : i ° e
ﬁz\:mmam@ BrS A2, SCefFS
COTNCA HMCH 79 FCH AFIHIE |
e cormrace s @fsyy 26.28 G A%,
43.42 | I, COmEl o Yo
20 (T N  FCAS 9 Afsaza3)
(TS OIS BT 25.89 | » R IE, T G
I ®RIe Afee F IS, TR
R0 (et 3 SR STIfNCE S S
SIEGow CHCa TT O AR
TG IR A 24.96 TR @ Ao
42.25 AT ST N2, fArrefodie s Tom
T R, AT e =ifre 8
RICCESEAUN S fReaice 3]
AfseTa= T @ FSf 23.42 | 9937, AN @
ffrrd SR R eI AR 9
oIS I3 ST A @ TR afszy @ WS
Seeml AT RN
36.30 | WIS SR & GG, 2216 | SET SR A
O CoT A T o i o
93 SR WL A 9 |
AfSHIG T TF T .. _ lfca CWWW
STaCaTege @Rt R o GG
35.95 I3 Gl Ganed 5 @mel
PR3 SCare T4 20 19.02 I 3R, @ AR
13 GifeR etoRe et (e 9 Cole
RIS ST SIS el (581 T3
92 FFS 200 2| 18.45 | et e fca corsmt
3222 | wieied 92 Azl e (@IS @ R
g SICETIbI oI Faicet Ficafere 26|
AP 2L SO 17.75 GF T IO 4=
[BleieREIDICEFIERTS wirE @ S Rt
S SCAEFT TR 1770 | comicns i o a2
Fowl| IR SIS T
31.64 TISH, ATE, o7 8 Hrew]|
A, ARG, 17.64 OIS It NCoi3
e RO @ (71 @ iR 2 T
AfSHITT S IS _—
e B 16.74 | CTRCa ST SCAReS
PLACRS s (21 COMITTE G 3
28.60 | I m;:zﬁﬁ: M2=27.4 | Cluste ST o1 R
;g’ oo 3 o [ 1641 | P o O, o
it ? G (<R e
/wm 15.08 wy AfSsie Rres
27.19 | B @ 33re 934w co
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13.88 T, 9 dfovicy

CSTITHA ARG STt

ALF @ TR (21

13.58 |  SilCeiliers st sigie
el 49 72e

12.20 AT TS 8 ICF9T
RISRSR]

11.62 | S (AT COHIS &)

9BTZ (2 GRS T

11.58 IR (41 oS
e sfarel

11.34 | IR CHSIN 20— FRrwis
e

9.59 IR 45, I &
Rcaaoil
2.49 47m|

To this end, after extracting top 5 (k)
sentences from each cluster, the sentences are
sorted according to their actual appearance in the
original input documents. The finally synchronized
summary generated using the IDE for Java
application, “Netbeans IDE 8.0”, running on a 2.50
GHz Intel® core™ ;5 CPU having 4GB RAM with
Windows 7 ultimate operating system, which
contains 10 sentences, is shown below:

Wrs el O3 @ QIR R A iR
(ORI G0 NI ICACER ey, (215 ofe e
Y@ G ST, Tohod R G ff2if3e CFea | o
fepsT SR, SENRRe W e, «fE TR,
e, b, Ao A @9 (I SfeHE (A
(T Y& FE (AP Tfoq 2120 (LTS AT | 354,
COPRIT (&t YA 2R (T AN @ FCETe (ATHS TOICD
AP 07 e 8T R et 8 wEafow
CFCE I SG ICACRA SCACP | S S 93 AHE]
GY PGP FACT S O3 SEHICHE MO (1T R0 ColCeT
B I, 93 G) T @ Geolel FRI3(FF AT ST 27 |
Hqier (O IR T 2o @ e IR I 9L
GOTZ, COITE AW 999 0 [HC Commacee afssy
TR 2 AIRCY SAE Fafe | AW, (7 oo R
3, 13 GifS Tafoq e SR Face aw 291 B9
9 TZCS GFAE (S0 (Y SCIRFS FHCE TSI Sl
e F© (5 i | FRIBCF @3 A THFA F900 27—
5CET T3 #BCS 3, SERPS e 613 1 T_E F, 99
GRE IR I, TABCE -/ SifNeT wiffsr seg 9@y
1 1R | 9L RRL#alel, RIG-Rws Spris, SR
A T AR S 7B e 2foa=ag |

However, the summary of the two
documents using the existing summarization
technique can be found at [24]. It is clearly seen
that the summary of the same two documents
produced by the improved summarization technique
can satisfy the end-users more than the summary
produced by the existing technique. Thus, the
summary produce by the proposed technique can
carry more meanings than that of the existing
technique.

3.1 Comparative Discussion

The presented extractive Bengali text
summarization is implemented in several ways
through varying the proposed parameters for word
and sentence scoring on its preceding technique to
measure the effectiveness. In the variants of the
proposed method, the newly added aforementioned
two heuristics (one is called position value heuristics
and the other is for word scoring heuristics) and the
synchronization scheme are taken or not for the
different combinations as shown in Table 4. As an
instance for variant 6, the position value heuristics
for sentence scoring and the synchronization strategy
have been updated in comparson to its preceeding
existing method while the word scoring heuristics is
remained unchanged.

Table 4: Variants of the proposed technique.

Position Word Synchro | Variation
value Score nization of
Heuristics Heuristics | gcheme Proposed
Method
(PM)
No No No Original
(unchanged)
Yes No No Variant 1
(changed)

No Yes No Variant 2

No No Yes Variant 3
Yes Yes No Variant 4
No Yes Yes Variant 5
Yes No Yes Variant 6
Yes Yes Yes Variant 7

To analyze the effectiveness of the

variants of the proposed method over the existing
method, the two Bengali documents from [28], [29]
have been considered which are used in the
preceding technique [24] of the proposed method.
Now, the summaries have been produced by the
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original method and the different variants of the
proposed technique. From the produced results of
the summarization technique, the variants of the
proposed technique can strikingly produce different
summary than the original method. Morever, the
summary produced by the variant 7 can carry more
meanings than that of the others variants satisfying
the users rigorously. However, a questionnaire has
been conducted among different 100 Bengali native
people to get the feedback on the different
summaries produced by the variants of the
presented method. For validation of the proposed
method, the feedback (average satisfactory rate on
the summary) on the 8 different summaries for the
considered input documents is shown in the
following graph:

100

L 9

80
: . 7

0

g0

0

) 0
20 -

0

0

Original Variant 1 Variant2 Variant3 Variant4 Variant5 Varant6 Variant7
Summarization Method

'y Rate on
& v oo =

w

L

Average S

Fig. 2. End-user feedback (average satisfactory rate on
the summaries)) by the existing and proposed methods

In this way, from the above graph it can
also be observed that the summary variant 7 can
satisfy the user more (94% in average) than the
others. In another words, it has been established
that the proposed two heuristics for calculating
word and sentence scores and synchronized
summary make-up procedure for Bengali
documents can successfully be employed for real-
life summary generation.

4. CONCLUSION

In this paper, an improved extraction based
Bengali text summarization technique is presented
for both single and multiple documents. The
proposed extractive text summarization provides
the summary where some more significant
sentences are extracted from the original
document(s). The effectiveness of the proposed
technique is improved in comparison to the existing
solutions because of using two heuristics for the
word and sentence scoring processes along with a
new technique for generating synchronized

summary. In particular, K-means algorithm is used
for making groups of related sentences. Then, from
the group of sentences, the top-most meaningful
sentences are selected and they are sorted as their
actual appearance in the original document(s). In
this way, the final summary is synchronized with
the original document(s). The result is compared
with existing technique and obtained the better
users’ satisfaction on the generated summary.
According to the result of the proposed technique, it
can be concluded that it reduces the redundancy and
provides better summarization of Bengali text
document(s).
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