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ABSTRACT 

 
This article introduces a comparison between two different techniques for the selection of speech features. 
These features can be used for speaker recognition or speech recognition. Feature selection is very effective 
for recognition accuracy. A comparison between short time energy per frame and the mel frequency 
cepstral coefficient (MFCC) to extract the speech features is given. Neural network and Hidden Markov 
model are used as classifier tools. The objective of the article is to enhance the recognition rate of phonetic 
Arabic letters through selecting the proper speech feature. Dynamic Time Warping (DTW) technique is 
used to align the analogous frames from different samples of the same signal. An effective and robust 
method is proposed to evaluate the feature of spoken Arabic letters. This work introduces applying the Mel 
Frequency Cepdstral coefficient(MFCC) to extract the speech feature.The objective of the proposed system 
is to enhance the performance by introducing three systems which are proposed to recognize the spoken 
Arabic letters. The first is based on neural networks. The second is based on hidden Markov model. Third 
system is based on combination between neural networks and hidden Markov models. The accuracy of 
neural network is found to be 42% with MFCC for 84 spoken letters while with short time energy it is 
found to be 84.3% for 28 spoken letters. By grouping the letters into similar letters, the accuracy of feature 
based on short time energy reached to 98.9%.For MFCC, the hidden Markov model performance is found 
to be 98.5%. But for combination system based on neural network and hidden Markov models with MFCC, 
the accuracy of 99.25% is obtained. 
 
Keywords: Speech Recognition, Feature Extraction, Hidden Markov Model, Neural Networks, Dynamic 
Time Warping. 
 
1. INTRODUCTION  

Speech is the easiest and most straight 
forward method of communication between 
humans and also the most natural and efficient form 
of exchanging information among human and 
machine. The two main problems facing the 
researchers in any speech recognition systems are: 
 Accuracy or Recognition Rate. 

 Computational Speed. 

This work introduces a trying to investigate the 
recognition of the Arabic spoken letters to improve 
the accuracy or recognition rate. 

1.1 Definition of Automatic Speech Recognition 
System 

 
         Spoken language is an important means of 
human communication. Automatic speech 
recognition (ASR) is a technology that helps a 

computer to recognize the words that a person 
speaks. It has a wide application area. It can be 
used in command recognition (voice control 
interface with computer) and dictation. It can be 
used in helping the handicapped people to deal and 
interact with society. It is a technology which 
makes life very promising and easier. 

It is important to enhance the recognition 
accuracy of the Arabic spoken letters. The accuracy 
of recognition system is affected by the feature 
extraction and the used classifier. An effective and 
robust method is proposed to extract speech feature 
to improve the performance the recognition 
accuracy. This work introduces using the mel 
frequency cepstral coefficient to extract the speech 
features to enhance the speech recognition 
accuracy. Hidden Markov model and neural 
network are used as a classifier  
In recent years, the real problem of speech 
recognition area has introduced in many research 
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laboratories through the world. The research 
ultimate goal is to produce a machine which will 
recognize accurately the normal speech from any 
speaker. This machine could be used for many wide 
applications. It can be used for communicating 
between man and computers, office automation, 
factory automation, security systems and aides for 
handicapped. 

Any utterance contains information about the 
words being spoken and also about the identity of 
the speaker. In a speech recognition it is wished to 
select the first type of the feature and ignore the 
second; in a speaker recognition system we wish to 
do just the opposite.  
The variability due to differences in dialect is 
another problem facing the recognition systems. It 
is still needed to enhance the accuracy rate of the 
recognition for spoken languages although much 
research has been done for spoken English 
language. The spoken Egyptian Arabic is poor in 
the field of recognition in comparison to English 
language.  

1.2 Speech Processing 

The first step in speech analysis is to capture 
the speech wave. Sampling and quantization is 
introduced to produce a sampled data representing 
the speech signal. There are many types of features 
that can be used to represent the acoustic data. The 
features of speech affect the recognition accuracy. 
It is important to select the best feature to get high 
accuracy rate. These features can be summarized as 
[1,2 3]: 

 Mel frequency cepstrum coefficients 
(MFCC). 

 Linear prediction coefficients (PLC). 

 Linear prediction cepstrum coefficients 
(LPCC). 

 Linear frequency cepstrum coefficients 
(LFCC). 

 Perceptual Linear predictive coefficients 
(PLPS). 

2. FEATURE EXTRACTION: 
LITERATURE SURVEY 

It is important to select the best feature to 
get high accuracy rate. Many researchers had 
studied and compared between different features 

of speech. Feature extraction is the process where 
speech signal is converted into sequences of 
feature vector coefficients which contain 
necessary information. 

There are many researches in the field of 
speech recognition. This field is still in need of 
improving the recognition accuracy especially in 
Arabic language. Feature vectors must have 
ability to differentiate among classes and should 
be robust to environment conditions such as noise 
[4, 5]. The researchers gave it much interest. 
Akansha discussed the advantages of MFCC and 
linear predictive coding [6]. He suggested 
combining other feature extraction with MFCC to 
be used for robust speech recognition systems. 
Suman K.Saksamudreet. al. [7] introduced 
different useful approaches for feature extraction 
of speech signals with their advantages and 
disadvantages. ShreyeNarang and Ms.Divya 
Gupta [8] summarized the characteristic, 
advantages and disadvantages of linear predictive 
coding, Mel Frequency Cepstrum Relative 
Spectra (RASTA) and Probabilistic Linear 
Discriminate analysis. They concluded that 
MFCC is a feature extraction technique that is 
used widely for much speech recognition systems 
as it is mimic the human auditory system and it 
gives a better performance rate. 
Namrata Dave [9] discussed the advantages and 
disadvantages of LPC, PLP and MFCC. He found 
that LPC parameter is not so acceptable because 
of its linear computation nature. PLP and MFCC 
are derived on the concept of logarithmically 
spaced filter bank, clubbed with the concept of 
human auditory system and hence they had the 
better response compare to LPC parameters.  
  

M. A. Anusuya and S. K. Katti studied a 
comparison of different speech feature extraction 
techniques with and without wavelet transform to 
Kannada speech recognition [10]. They 
investigated the features based on linear 
predictive coefficient (LPC), Mel Frequency 
Cepstral Coefficients (MFCC), and Relative 
Spectral Transform (RAST). They showed that 
using the wavelet analysis with LPC, MFCC, and 
RAST improved the accuracy rate of the 
recognition.  

 
From above discussion, one can conclude 

that using the wavelet analysis with LPC, MFCC 
and RASTA, the accuracy rate is increased. Sayf 
A. et. al. introduced a study about Mel Frequency 
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Cepctrum Coefficient (MFCC) feature extraction 
to enhance the speech recognition rate[11]. 

 
Fang Zhenget. al. made a comparison 

between different implementation of MFCC [12]. 
They found that MFCC are more efficient. The best 
present algorithm in feature extraction is Mel 
Frequency Cepstrum Coefficient (MFCC) 
introduced in reference [13]. The performance of 
MFCC degrades rapidly because of noise [14].  
This drawback can be avoided by combining MFFC 
with wavelets analysis. 

 
Yousef Ajami introduced a comparative 

study about using ANN and HMD for recognition 
of Arabic digits. The recognition system based on 
ANN achieved a recognition rate of 99.5% in the 
case of multi-speaker mode and 94.4% in the case 
of independent mode. On the other hand the 
recognition system based on HMM achieved 98% 
accuracy rate in the case of multi-speaker and 
94.89% for speaker independent mode [15]. Many 
Arabic ASRS were introduced using ANN 
techniques [15,16,17]. Their data sets were the 
spoken Arabic digits.  

 
3. THE PROPOSED FEATURE 

EXTRACTION TECHNIQUE  
 

The extraction and selection of the best 
parametric representation of acoustic signals are 
important task in the design of any speech 
recognition system. Speech signals are Quasi–
stationary signals. When speech signal  is 
examined  over a sufficient short period of time ( 
5- 100msec ), its characteristics are fairly 
stationary. The information in speech signals is 
actually represented by short term amplitude 
spectrum of speech signal. This allows us to 
extract features based on the short term amplitude 
spectrum from speech.  

To improve accuracy of the recognition 
system, an efficient, effective, and robust method is 
introduced to extract the speech features. It is found 
that MFCCs are more efficiently [10,12,14]. This is 
because MFFCs are mimic the human auditory 
system. MFCCs are based on known variation of 
the human ear's critical bandwidth with frequency. 
Fig.1 shows the block diagram to compute MFCC 
[18]. 

 MFCC block diagram consists of seven 
computational stages. Fig.1 shows the MFCC block 
diagam. Each stage has its function and 
mathematical approaches as discussed in [18,19]. 

First stage is to process the passing of the signal 
through a filter which emphasizes higher 
frequencies. The energy of the signal will be 
increased at higher frequencies. The filter transfer 
function is given by [3]: 

 
 𝑌[𝑛] = 𝑋[𝑛] − 0.95𝑥[𝑛 − 1]                            (1) 

                                
 

The speech signal is separated into blocks 
with small duration. This duration is taken to be in 
the range 20 – 40 msec. The cepstral analysis is 
performed on these frames.  
After partitioning the signal into frames, each frame 
is multiplied by a window function. This is to 
reduce the discontinuity introduced by framing 
process. Hamming window which is used for 
speech recognition task is given by [20]: 

𝑊[𝑛] = 0.54 − 0.46cos (
2𝑛𝜋

𝑁 − 1
) 

                   0≤   n≤ N-1                                    (2)                                                                                                               
 

The time domain sample is converted into 
frequency domain using FFT. FFT is efficient 
algorithm of DFT. FFT is performed to calculate 
the magnitude frequency response for each frame 
[20]. 

  
The signal is applied to group of triangle band 

pass filters. This is to simulate the characteristics of 
the human's ears. The purpose of Mel filtering is to 
model the human auditory system that perceives 
sound in a linear scale [21]. The Mel frequency is 
computed from the linear frequency as: 

𝑓ெ = 2525 ∗ 𝑙𝑜𝑔ଵ ൬1 +
𝑓

700
൰                     (3) 

                                   
where fMel is the Mel frequency corresponding 

to linear frequency scale. The log Mel spectrum is 
converted into time domain using Discrete Cosine 
Transform (DCT). The output of Discrete Cosine 
Transform is called Mel Frequency Cepstrum 
Coefficient (MFCC). 

Delta Energy and Delta Spectrum block is 
used to calculate the energy of the speech from the 
time domain signal. 

 
4. SPEECH RECOGNITION TECHNIQUES 

 
There are many methods for speech 

recognition techniques. They can be summarized in 
the following paragraphs [22, 23, 24]. 
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(i)-Template – based approaches: 
The basic method for computing the distance 
between input signal and its template is the 
Dynamic. Dynamic Time warping (DTW) is an 
efficient method in speech recognition [24, 25,26].  
 
(ii)- Knowledge –based approaches: 
An expert knowledge about variation in speech is 
hand-coded into a system. [27]. 
 
(iii)- Learning – based approaches: 
Neural networks, support vector machine and 
genetic algorithm programming may be used as 
learning based approaches to speech recognition. 
Neural networks have the ability to learn. Neural 
networks can be used to model the speech signals.   
(iv)- Statistical based approach  
Hidden Markov models are statistical based 
approach. It is a flexible and successful approach to 
speech recognition process [28]. 
 

4.1 Artificial Intelligence and Statistics Techniques 
for Recognition of Arabic Letters 

Lazli and Sellami [19] compared the 
performance of Multi-Layer Perceptrons (MLP) 
and HMM for speech recognition of isolated Arabic 
speech. First, HMM was validated and hybrid 
HMM/MLP. Second, the HMM/MLP approach was 
hybrid with Fuzzy C-Means (FCM) algorithm for 
the acoustic vectors segmentation. The first two 
approaches reached 89.7% and 92.4%, respectively. 
Meanwhile, the latter approach reached 96.2%. 
Many Arabic ASRS were introduced using ANN 
techniques [20,21]. Their data sets were the spoken 
Arabic digits. The authors in [22] proposed a 
nonparametric model based on General Regression 
Neural Network (GRNN). In addition, they 
implemented a left-right Hidden Markov Model 
(DHMM) model and compared it with the GRNN 
model. The experimental results indicated that 
GRNN has a better rate of recognition.  Alotaibi 
introduced a comparative study about using ANN 
and HMM for recognition of Arabic digits [23]. 
The recognition system based on ANN achieved a 
recognition rate of 99.5% in the case of multi-
speaker mode and 94.4% in the case of independent 
mode. On the other hand, the recognition system 
based on HMM achieved a 98% accuracy rate in 
the case of multi-speaker and 94.89% for the 
speaker-independent model. In [24], the authors 
proposed several methods for ASR. Mainly, the 
authors focused on discussing two methods which 
are "ANN-based on Al-Alaoui algorithm" and" 
HMM-based on linearpredictive coding." In 
addition, the authors showed that all the proposed 

methods were a part of their proposed project called 
"Teaching and Learning Using Information 
Technology (TLIT)." The experimental resulted 
proved the prosperity of the proposed project in 
ASR improvements. Essa et al. [25] hybrid ANN 
with AdaBoost.M1 algorithm for ASR and 
compared it with many other ANN methods. The 
results indicated that the proposed method 
outperforms the other comparators. Alghamdi and 
Alotaibi [26] introduced an HMM-based model for 
the recognition of Arabic spoken alphabets. The 
proposed model was tested on Saudi Accented 
Arabic Voice Bank (SAAVB). The proposed model 
reached an accuracy of 76.06% for alphabets and 
digits mixture. Abushariah et al. [27] blended 
HMM with MFCC. The proposed system reached 
89.08% with diacritical marks and 90.23% without 
diacritical marks. Ahmad and El Awady [28] 
presented hybridization between MLP and wavelet 
technique. The proposed system was able to reach 
an accuracy of 95%. Besides, the authors blended 
MLP with PCA for feature extraction. They were 
able to increase the accuracy rate to 96% [29]. 
Alsulaiman et al. [30] introduced a new feature 
extraction technique for ASR called "Local Binary 
Pattern Cepstral Coefficients (LBPCC)" that do the 
same as MFCC. The authors in [31] added Cross-
Validation technique to HMM, which reached an 
accuracy rate of 94.09% for Arabic digits 
recognition. Also, in [32], the authors interested in 
recognition of spoken Arabic digits. They used 
HMM based on Gaussian mixture model (GMM) 
that achieved accuracy ranges from 56% and 
82.50%. Hmad and Allen [33] proposed three 
models based on MLP and ANN. Also, MFCC was 
used for feature extraction. The experimental 
results were 47.52%, 44.58%, and 46.63% for the 
three proposed models. Darabkh et al. [34] 
introduced a three-stage model. First, the regions of 
voice activity were segmented by Voice Activity 
Detection (VAD). Then, MFCC with delta and 
acceleration (delta-delta) coefficients were used for 
feature extraction and accuracy increment. The 
third step was the comparison of words' extracted 
features using Dynamic Time Warping (DTW) 
algorithm. The proposed model was able to reach 
an accuracy of 98.5%. The authors in [35] proposed 
a model based on ANN and HMM that achieved 
86%. accuracy rate. Hajj and Awad [36] presented 
hybridization between Cortical Algorithms (CA), 
entropy-based cost function, and an entropy-based 
weight update rule. The proposed hybridization was 
able to reach promising results. Abou-Loukh [37] 
used SLT and DWT for feature extraction. For 
ASR, he used a combination of ANN and DTW 
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algorithm. The accuracy of the used methods 
ranged from 65% to 80%. The authors in [38] used 
MFCC with Wiener filter for feature extraction and 
noise reduction. Also, ANN was used for ASR and 
attained sufficient accuracy. Khalaf et al. [39] 
proposed an expert system for feature extraction 
and Arabic vowel recognition called "modular 
wavelet packet and neural networks (MWNN)." 
The proposed expert system reached a 97% 
accuracy rate. En-Naimani et al. [40] proposed 
ANN and HMM-based model for ASR. The 
proposed model reached 88.0% accuracy rate. 
Zarrouk and Benayed [41] blended MLP, HMM, 
and Support Vector Machines (SVM) for ASR. The 
proposed hybridized system reached 75.8% 
accuracy rate. Nahar et al. [42] proposed an HMM-
based model that utilized Learning Vector 
Quantization (LVQ). K-means algorithm was used 
for codebook splitting. Besides, enhanced Viterbi 
algorithm was combined with the proposed model 
and achieved 89 % accuracy rate. Aloqayli and 
Alotaibi [43] presented the ANN-based model for 
vowel recognition. The overall performance of the 
proposed model reached 87.96%, accuracy rate. 
Najafian et al. [44] trained Long-Short Term 
Memory (LSTM) and Bi-directional LSTM 
(BLSTM) models with the Lattice Free version of 
the Maximum Mutual Information training criterion 
(LF-MMI). The proposed model was able to reach a 
42.25% accuracy rate. Khelifa et al. [45] introduced 
an HMM-based system with Gaussian mixture 
laws. The proposed system showed its prosperity in 
the execution time regardless of accuracy rate. 
Wahyuni [46] presented the ANN model based on 
MFCC. The proposed model was applied to 
Indonesian Arabic speakers with average accuracy 
rate equal to 92.42%. Also, Al-Abdullah et al. [47] 
proposed an ANN system based on MFCC that 
deployed onto a general humanoid robot. The 
proposed system was deployed on a humanoid 
robot called " NAO " and was able to achieve 90% 
accuracy rate.  

 
4.2 Element of HMMs 

An HMM can be characterized by the 
following parameters [22,29, 30]: 
N, it is the number of states in the model.  
M, it is the number of distinct observation symbols 
per state.   
The state transition probability distribution and it is 
given by: 

a = {aij}               aij = P(qt+1=Sj/ qi=si)              1  ≤  j  ≤  N   
The probability distribution of the observation in 
state j, and it is given by: 

B = {bj(k)}  

The initial state distribution П= {πi} 
where: 

        Πi= P{q1=si}                   1  ≤  i  ≤  N 
For given values of N, M, A, B, and Π, the HMM 
can be used  as generator to give an observation 
sequence [28].  

 
4.2 Hidden Markov Model Algorithms 
 

There are three algorithms associated with 
Hidden Markov Model [28]. 
 each neuron unit, t is time, and  n is the number of 
inputs to the NN. The neuron has an output 
function f(x) called activation function. There are 
many activation function used in training neural 
networks [31]. 

 
(i)The forward algorithm: 
it is  useful for isolated word recognition. This 
algorithm is used to adjust or optimize the model 
parameters. 
(ii)The viterbi algorithm: 
It is useful for continuous speech recognition; 

(iii) The forward – backward algorithm: 
It is useful for training an HMM. 

 
4 3 Parameter Estimation  

To train a HMM model an initial values of the 
model parameters are assumed. For each training 
sequence O, the parameters of a new model Mnew 
are re-estimated from those of old model Mold until 
Mnew is a better model of the training sequence O 
than Mold, that is [1]: 
 
Pr{O/Mnew}≥Pr{O/Mold}                                   (4) 
 
This is repeated unite the proper results is obtained. 
Baum-Welch algorithm can be used to evaluate the 
model parameters [30]: 
 
4.4 Neural Network Classifier Approach 

Artificial Neural Networks (ANNs) have 
been widely used during the past two decades in the 
speaker recognition systems. These models are 
composed of many simple processing elements 
called neurons which are referred as the 
McCulloch-Pitts neuron[31]. 

4.4.1  The Neural Network Model 

The NN can be constructed using number of 
layers which are input layer, hidden layer(s), and an 
output layer [13]. The layer is called the input layer 
which has weights coming from the input. All 
subsequent layer(s) except the last one is (are) 
called the hidden layer(s) where their weights come 
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from the previous layer. The last layer is called the 
output one. All layers have what is called bias.[31]. 
The weight and biases of all layers are updated 
through many-iterations using a training algorithm. 

 
4.4.2 Neuron Model 

Each neuron of the NN simulates a 
biological neuron [31]. The neuron unit has a 
multiple inputs x and only one output y which 
can be represented by: 

          (6) 
 
wiis a weight of the connection, Ɵ is the bias of 
each neuron unit, t is time, and  n is the number of 
inputs to the NN. The neuron has an output 
function f(x) called activation function. There are 
many activation function used in training neural 
networks [31]. 
 
5. EXPERIMENTS  
 
5.1 Data Base 
    The data base used in this work contains the 
speech data files of 5 speakers (three men and 2 
females). The speech files contain the spoken 
Arabic letters from Alf to yaha with three haraka 
for each letter. Each speaker repeats each letter 
3x20= 60 which saved in 60 files. Each speaker 
recorded 60x28= 1680 files. The total data files of 5 
speakers are 1680x5=8400 files. 20% of the data 
are selected for testing the models. 80% of the data 
are used to training and implementing the models. 
Data were recorded using a high sensitivity 
microphone. All data files are stored in Microsoft 
wave format files with 44100 Hz sampling rate, 16 
bit PCM with mono channel. 
 
 
5.2 Results and Discussion 

A phonetic recognition system is 
implemented to recognize phonetic Arabic letter by 
any speaker (male, female). This is done through a 
robust feature of speech. After extracting the 
feature, three methods of analysis is used to model 
the speech. The acoustic signal of the Arabic letter 
is collected by high sensitively microphone. The 
signal is analysed to calculate the MFCC 
coefficient of each letter. The speech signal (spoken 
Arabic letter) in this work is modelled using three 
systems. The first model is based on neural 
networks while the second is based on hidden 
Markov analysis and the third model is based on 

combination between Hidden Markov model of 
each letter is implemented. Neural network for 
recognition system is implemented as well as the 
Hidden Markov model. The scheme of these 
methods is shown in Fig.2. 

 
5.2.1 Neural Network model 

The main challenge in designing the neural 
network model is choosing the number of hidden 
layer and the number of neurons in each layer. Each 
frame of speech letter is analyzed into 40 
coefficients. These coefficients are the input to the 
input layer of the neural network. So, the neural 
network has to have 40 neurons. There are 84 
letters. So, the output layer has to have 7 neurons. 
Several experiments were applied until reaching the 
proper number of hidden layers as well the number 
of neuron in each layer. 
 

Back propagation learning algorithm is used 
to adjust the weights and the network parameters. 
The c++ source code is written to implement the 
back propagation algorithm. After reaching to the 
proper training of the neural network to adjust the 
weights to minimize the error, the structure of the 
neural network is found to one hidden layer with 
240 neurons in this layer in addition to 40 input 
neurons and 7 neurons in the output layer. Fg.3 
shows the training error for the proper neural 
network structure. 
 

The recognition accuracy of the neural 
network is found to be 42%. It is unexpected 
results. This is because the accuracy depends on the 
numbers of recognition words. The recognition 
word is 84 words.  It is poor recognition rate with 
MFCC although this feature is robust. It does badly 
with neural network. This poorness is due to the 
large number of recognition words. 
 
5.2.2 Hidden Markov model (HMM) 

Another method to model the spoken letters 
must be looked for instead of the neural network. 
Hidden Markov is a stochastic modeling process 
defined by a set of state and a number of mixture 
densities 
 
5.2.2.1 Building HMMs 

In this work, a recognition system is 
developed using HMM tool box. The models are 
built as follow: 

 Markov model has 40 states left to right transition 
and these models are built for each spoken word 
letter. The probability of each state is modeled 
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using 40 mixtures Gaussian distribution. These 
models are evaluated for the output of each state. 

 Training HMMs 
In the training stage, the observations are used to 
adjust the model parameters. The parameters to be 
estimated are; 

- The initial state probabilities πi 
- The coefficients of the state transition probabilities 
αij 

- The mixture coefficients Cim 
- Mean vector for the mixture components µjm 
- Covariance  matrix for each model 
HMMs are trained for each spoken letter to adjust 
the model parameters. 

An HMM, λ, is a 5 tuple consisting of  
 N is the number of states 
 The starting state probabilities (π1 , π2, …….., πN) 
 M is  the number of possible observations 
 The state transition probability P(qt+1=Sj/qt=Si) =aij 

 The observation probability   P(Xt=k/qt=Si)  = 
bi(k) 

The forward recursion algorithm is used to 
calculate and adjust the model parameters of 84 
HMMs for each Arabic spoken letter. It works by 
guessing the initial parameter values, then adjusting 
the model parameters through training the HMM 
models.   
 
The accuracy of HMM model is found to be 
98.25% for training data while it found to be 60% 
for test data. It is clear that the HMM performance 
is poor. This is due the large number of spoken 
letters (84 spoken letters). It is obvious that the 
performance of HMM model is better than the 
neural network performance for the same features. 
 
5.2.3 Neural –Hidden Markov Model  
 

In this system
, a system based on neural networks and 

Hidden Markov models is used to model the spoken 
Arabic letters. Firstly the neural network recognizes 
the letter without haraka. After recognizing the 
letter, neural network activates the hidden system to 
recognize the haraka. After training the neural 
network and building the hidden Markov model for 
each letter, the accuracy is found to be 99.25%. 
 
6. THE CONCLUSIONS 
 

A comparison is made between two features 
for recognize the spoken Arabic letters.  Hidden 
Markov model and neural network are used as 
classifier tools. This work introduces three 
approaches for spoken Arabic letters recognition. 
The first is based on neural network. The second is 
based on hidden Markov models. The third depends 
on a combination from neural networks and hidden 
Markov models. An effective and robust feature is 
proposed for three systems. To improve the 
accuracy of recognition system MFCCs are used 
where they are mimic the human auditory system. 
Markov model is used as a classifier. The objective 
of the proposed system is to enhance the 
performance by introducing different systems. 
Three systems are proposed to recognize the spoken 
Arabic letters.  

 
The accuracy of neural network is found to 

be 42% with MFCC for 84 spoken letters while 
with short time energy it is found to be 84.3% for 
28 spoken letters. By grouping the letters into 
similar sub-group, the accuracy of features based 
on short time energy reached to 98.9%. For MFCC 

with the hidden Markov model, the performance is 
found to be 98.5%. But for combination system 
based on neural network and hidden Markov 
models with MFCC, the accuracy of 99.25% is 
obtained. 
 
 
7. FUTURE WORK 

The recognition of phonetic Arabic letters 
can be investigated using different features. Hidden 
Markov model for different shape of spoken Arabic 
letters can be used. A comparison between using 
different feature can be made to select the most 
significant feature.  
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Fig.1:  MFCC Block Diagram 
 

 
 
 
 

 
 
 
 
 

 
Fig.2:  Block Diagram Of The Proposed Arabic Letter Recognition Analysis Techniques 
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Fig.3:  The Normalizes Mean Square error Of The Trained Neural Network 
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