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ABSTRACT 
 

Modern sentiment analysis models rely on a sentiment lexicon, which is the most essential feature that 
drives their performance. This resource is indispensable for, and greatly contributes to, sentiment analysis 
tasks. This is evident in the emergence of a large volume of research devoted to the development of 
automated sentiment lexicon generation models. The task of tagging sentiment-bearing words with a 
positive or negative connotation, and sometimes with a strength, comprises of two core approaches: the 
dictionary-based approach and the corpus-based approach. The former involves making use of a digital 
dictionary to tag words, while the latter relies on co-occurrence statistics or syntactic patterns embedded in 
text corpora. The end result is a linguistic resource comprising a priori information about words, across the 
semantic dimension of sentiment. This paper contributes to the existing literature by providing a survey on 
the most prominent research works that have employed lexical resources, dictionaries and thesauri for 
sentiment lexicon generation. We also conduct a comparative analysis on the performance of state-of-the-
art models proposed for this task, and shed light on the current progress and challenges in this area.  

Keywords: Sentiment Lexicon, Opinion Lexicon, Sentiment Lexicon Generation, Sentiment Analysis, 
Opinion Mining 

 
1. INTRODUCTION  
 

Sentiment Analysis (SA), or Opinion Mining 
(OM), is essentially a Natural Language Processing 
(NLP) task that involves the detection of user 
sentiment, attitude, emotion and opinion in natural 
language text [1], [2], [3]. User reviews generated 
on the Web and social media have become the de-
facto standard for measuring the overall quality of 
products and services. Nevertheless, it is a costly 
and time-consuming process for organizations to 
manually monitor the overwhelmingly massive 
stream of user-generated reviews on the Web. 
Consequently, organizations turn to automated SA 
systems to monitor user sentiment in online reviews, 
which provides valuable cues for decision making 
[3]. SA has made possible a rich set of applications 
in numerous domains, including commercial 
products and services, movie reviews, and 
recommender systems [4], among others. Modern 
SA systems typically use either unsupervised 
(corpus-based) or supervised machine learning [5] 
based techniques.  

Prior to performing SA on larger pieces of text, 
however, there is an essential need to classify the 
smallest sentiment-carrying lexical units of text, 
terms, with their corresponding sentiment 
properties. The outcome is a sentiment lexicon, 
which is a linguistic resource that consists of 
sentiment words tagged with their corresponding 
polarities. The problem is that, manually tagging 
words to produce a sentiment lexicon is 
prohibitively costly in terms of annotator time and 
effort, and at the same time, is often associated with 
subjective bias in annotation, since the judgment of 
(even skilled) annotators varies to a certain degree 
[6], [7], [8]. Consequently, this area has witnessed 
the emergence of a large volume of work in the 
literature concentrated on the SA subtask of marking 
words with sentiment properties. The explosive 
interest in the field of SA during the past couple of 
years has resulted in a high demand for an 
automated means of generating reliable, high-
coverage sentiment lexicons, which is beyond the 
means of manual hand-labelling. This demand has 
consequently warranted numerous research efforts 
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in academia on automated sentiment lexicon 
generation. The dictionary-based approach involves 
leveraging online dictionaries [9], [10], while the 
corpus-based approach involves exploiting co-
occurrence statistics or syntactic patterns in a text 
corpus [11], [12]. 

This survey covers the most prominent research 
works that utilize the dictionary-based approach for 
sentiment lexicon generation. This paper is 
structured as follows: Section 2 presents the works 
that use the dictionary-based approach to label 
words with sentiment properties. Section 3 provides 
a comparative analysis of the accuracy of existing 
state-of-the-art models. Section 4 discusses the 
progress made in this area to date, and the 
challenges that come along with this approach. 
Section 5 concludes.  

2. PRIOR WORKS INSPIRED BY THE 
DICTIONARY-BASED APPROACH 

Numerous works in the related literature have 
been devoted to the automatic generation of 
sentiment lexicons using online dictionaries and 
lexical resources. The underlying intuition is that 
entries in an online dictionary are not only 
semantically related by meaning, but for the most 
part, are also related in terms of their sentiment 
properties. An online dictionary in this approach 
plays the role of a semantic knowledge base that 
typically includes extensive coverage of the entire 
span of vocabulary entries defined in a natural 
language. It also possesses a neatly structured 
layout, in which the entry term on the left-hand and 
the human-defined gloss on the right-hand hold 
strong semantic equivalence. Moreover, entries 
abide formal grammatical conventions and styles, 
eliminating noise that is typically found in 
unstructured, free-form text sources. Some lexical 
resources also exhibit an ontological network that 
organizes terms based on their lexical/semantic 
relationships (e.g., synonymy/hyponymy).  

The methodology carried out involves an in-
depth search of the related literature for works in the 
scope of sentiment lexicon generation using a 
dictionary-based approach. For each work, the 
methodology/technique, evaluation procedure and 
performance results were the main evaluation 
criteria considered. The works that have used the 
dictionary-based approach for sentiment lexicon 
generation are discussed hereafter.  

2.1 Walking WordNet Relations 
The technique of ‘walking’ refers to simply 

traversing the semantic relations of a seed term and 
labeling terms encountered, based on their 
relationship with the original term. A work by [13] 
develops Q-WordNet, a lexicon generated using a 

sense-level polarity assignment algorithm. The 
algorithm is fully unsupervised, and involves 
traversing all WordNet synsets via all semantic 
relations of all POS categories, assigning a polarity 
to each synset along its path. Following the synsets 
of quality.n.01 and quality.n.02 via the attribute 
relation, positive.a.01, negative.a.01, good.a.01, 
bad.a.01, superior.a.01 and inferior.a.02 are used as 
the initial seed terms, from which the walk initiates. 
All semantic relations are traversed, and not only 
sentiment-preserving relations, to ensure that terms 
from all POSs are retrieved, without prioritizing 
only adjectives (even though all seed terms are 
adjectives). Any synsets labeled as both positive 
and negative simultaneously are considered 
sentiment-ambiguous and filtered out, at every step. 

They evaluate and compare the proposed 
algorithm to that used to generate SentiWordNet 1.0 
(Esuli and Sebastiani 2006b) by using Micro-
WN(Op), demonstrating that it performs better in 
terms of accuracy. A limitation inherent in the Q-
WordNet algorithm is that it treats word polarity 
classification as a ‘hard’ classification problem, and 
does not consider polarity strength, whereas the 
SentiWordNet algorithm treats this problem as 
‘graded’ classification by assigning numerical 
scores to synsets, indicative of both sentiment 
direction (polarity) and magnitude (polarity 
strength). Moreover, although it performs well to 
filter out objective terms, it has a conservative 
nature in its classification technique, labeling subtly 
subjective terms as objective (i.e. favoring accuracy 
at the cost of coverage). For example, Q-WordNet 
contains only about half the size of subjective 
synsets in SentiWordNet 1.0 (15,510 vs 35,049). 
Moreover, it fails to utilize gloss information during 
the categorization process.   

The work by [9] proposes Q-WordNet as a 
Personalized PageRanking Vector (QWN-PPV). 
They use a WordNet graph and a personalized 
pagerank algorithm to assign positive or negative 
labels to synsets, and evaluate their algorithm with 
prior algorithms both intrinsically (using the GI) and 
extrinsically in a polarity labeling task on full-text. 
They try two different seed set scenarios: the first is 
similar to their previous work [13], while the second 
is similar to the 14 paradigm positive and negative 
terms used by [14]. Four different WordNet graphs 
are tested, namely, synonymy and antonymy 
relations (G1), all relations and glosses (G2), all 
relations except antonymy (G3), and all relations 
except antonymy and glosses (G4). When walking 
the graph, a personalized pageranking vector is 
applied for each polarity on the graph. Several 
different lexicons are generated depending on the 
seed set and graph scenario employed.  
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They demonstrate the effectiveness of the 
QWN-PPV algorithm across a series of evaluation 
experiments with the other similar lexicons. They 
also mention it is nearly unsupervised, since it only 
depends on a small seed set and WordNet, and that 
it can be implemented for other languages, 
provided an aligned WordNet exists for the target 
language. They do not consider assigning polarity 
strength scores to senses, leaving this as a plan for 
future work. 
2.2 Gloss Classification 

Gloss classification refers to the classification of 
a term based on the textual representation of its 
glosses in a supervised classification task. An early 
work by [15] determines the polarity of subjective 
terms by using their glosses as features for a 
supervised classifier. Although their approach relies 
on a classifier learning from training data, it is 
considered semi-supervised, as opposed to (fully) 
supervised, in the sense that they only use a small 
set of hand-labeled seed words. The training data is 
automatically generated by expanding the initial 
seed set by means of WordNet relations.  

They first compile a seed set of predefined 
positive and negative words (Sp, Sn). They 
experimented with two different seed sets. The first 
was adopted from [14], and contains seven positive 
terms and seven negative terms, denoted as Sp = 
{good, nice, excellent, positive, fortunate, correct, 
superior} and Sn = {bad, nasty, poor, negative, 
unfortunate, wrong, inferior} respectively. The 
second seed set was adopted from [16], and contains 
the two singleton sets Sp = {good} and Sn = {bad}.  

For expanding the seed set, they considered the 
following WordNet relations: synonymy (of 
adjectives), synonymy (regardless of POS), direct 
antonymy (of adjectives), direct antonymy 
(regardless of POS), indirect antonymy (of 
adjectives), indirect antonymy (regardless of POS), 
hyponymy (regardless of POS) and hypernymy 
(regardless of POS). They further experiment with 
combinations of relations, including intersections 
and unions of relations, e.g., synonyms (adjectives 
only) ∪ direct antonyms (adjectives only). After 
iteratively extracting these relations between the 
seed words and WordNet, the seed set is updated 
(S’p, S’n).   

The resultant seed set (S`p, S`n) was used for 
gloss extraction. For every term ti in the training set, 
its gloss was extracted from an online dictionary and 
converted to a vector of words. Each term was then 
represented by its corresponding gloss in WordNet. 
They also experimented with adding descriptive 
terms (if any) and sample phrases (if any) along 
with the gloss of a word. These vector 
representations of the terms were then used as a 

training set to train a binary (positive and negative) 
classifier. Finally, the supervised classifier was 
trained and employed to classify the feature vector 
representations of the words in the test set as 
positive or negative. Three different classifiers were 
employed, namely, multinomial naïve Bayes (NB), 
support vector machines (SVM) and the PrTFIDF 
Rocchio model.  

In a subsequent work, [17] expand their model 
from binary classification of terms as either positive 
or negative, to ternary classification of terms as 
positive, negative or objective. Their approach is 
similar to that of their previous work [15], except 
here they consider objective words, and attempt to 
classify them into a separate class. For the objective 
seed set, Tr1

o = {entity} was used, which is a root 
term in the largest generalization graph in WordNet. 
Synonymy, antonymy and hyponymy relations were 
used for propagation. For each word extracted from 
WordNet, it is added to the objective list under the 
condition that it is not already in the positive or 
negative lists. The glosses of the generated terms in 
the resultant seed set are then converted to vector 
representations, and used as a training set for 
classification, which is similar to the method of their 
previous work [15].  

Three independent approaches for classification 
were used. Approach 1 involved two binary 
classifiers, where the first determines whether a 
word is subjective or objective, and the second 
determines whether a subjective word is positive or 
negative. The first classifier was trained with the 
expanded seed list, where the subjective class 
contains the union of the features of terms in both 
the positive and negative seed lists, and the 
objective class contains the features of terms in the 
objective seed list. Approach 2 also involves two 
binary classifiers. The first one classifies words as 
positive or not positive, and the second one 
classifies words as negative or not negative. Words 
labeled as positive by the first classifier, and words 
labeled as not negative by the second classifier, are 
all added to the positive class. The same is 
performed for the negative class. Finally, words 
classified into both the positive and negative classes, 
and also the not positive and not negative classes, 
are labeled as objective. Approach 3 involves a 
ternary classifier. The positive, negative and 
objective classes are used to categorize input words.  

The same three classifiers employed in their 
previous work [15] were also employed here (NB, 
SVM and Rocchio classifiers). For features 
selection, every term that occurs in the glosses of 
one or more training terms is considered, and its 
mutual information is computed. The Rocchio 
classifier was demonstrated to be the most effective 
classifier compared to the others in this case, since 
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there was no balance between the number of 
samples in each class, and the other classifiers tend 
to give a higher priority to the class that contains the 
largest number of samples. This is due to the 
manner in which they compute the prior probability 
of the class itself, which becomes larger as the 
number of samples in the class becomes larger. 
Consequently, all of the classifiers employed, with 
the exception of the Rocchio classifier, classified 
more terms to the objective class. They conclude by 
mentioning that their work is a suitable baseline for 
further investigation on the detection of term 
orientation and subjectivity.  

They [18] expanded their previous work [17] by 
developing SentiWordNet 1.0, in which every 
synset in WordNet is assigned three numerical 
values that range from 0 to 1, denoted as Pos(s), 
Neg(s) and Obj(s). The summation of all three 
scores is 1.0. These scores represent a synset’s 
likelihood to be positive, negative or objective. They 
refer to this as graded classification, which gives 
more fine-grained polarity information about a 
word. This is in contrast to hard classification, 
where a word is assumed to fall into only one of the 
three categories, rather than to have a numerical 
score assigned for each category. They consider 
synsets rather than terms because each term may be 
associated with multiple synsets, each of which has 
a different meaning, hence, may express a different 
sentiment. 

For the seed set, they use Lp and Ln, which 
represent the positive and negative lists respectively. 
They adopt the seed set used by [14], which 
contains a total of 14 terms. In contrast to their 
previous work, they do not use the actual terms, but 
instead derive a total of 105 synsets from these 
terms. The seed lists are then expanded through 
WordNet propagation, applying the similarity, direct 
antonymy, pertains to, derived from, also see and 
attribute relations. For the objective seed set (Lo), 
they add any synset in WordNet not already 
available in Lp or Ln, and also not available in the 
list of positive and negative words in the GI. The 
glosses of the synsets in the three resultant seed lists 
are then used as training data for the classification 
task. Every synset’s gloss is represented as a vector, 
in which stop words are removed and a cosine-
normalized tf.idf is computed. These feature vector 
representations of glosses are used as features for 
classification.  

A total of two ternary classifiers were employed, 
each with four different training sets, thus, forming 
the committee of eight classifiers used to vote and 
assign three numerical scores (Pos(s), Neg(s) and 
Obj(s)) to each synset. The various training sets 
were formulated by using different WordNet 
propagation iterations (K = 0, 2, 4, 6). The Rocchio 

and SVMs classifiers were used for classification. If 
the classifiers all assign the same label to a synset, 
the maximum score (1.0) is assigned to that synset 
label. For example, if all eight classifiers classify a 
synset as positive, it would be assigned scores of 
Pos(s) = 1, Neg(s) = 0 and Obj(s) = 0. Otherwise, 
every label is assigned a score that is proportional to 
the amount of classifiers that have assigned it. Since 
the eight classifiers work together, each of the three 
labels may be assigned a score on an eight-point 
scale ranging from 0 to 1 (normalization is 
performed by dividing by 8). Finally, this resultant 
model was used to label all of the synsets found in 
WordNet to compose SentiWordNet 1.0.  

Moreover, the scores tend to be more related to 
the likeliness of a word being in a particular class, 
rather than to the actual strength (or the degree of 
how positive or positive a word is). This is because 
the assignment of synsets with scores purely relies 
on statistics, and there is no semantic mechanism 
that explicitly measures a synset’s actual sentiment 
strength.  

They [10] later developed SentiWordNet 3.0. 
The updated version uses an additional random walk 
step, following the ternary semi-supervised step 
previously discussed. Note that [19] also propose a 
random walk model for word-polarity labeling, but 
the graph they construct is based on semantic 
relations among terms, e.g., synonyms and 
hypernym relations. In contrast, [10] construct a 
graph between two synsets if the first appears in the 
gloss of the second.  

The random walk is applied on the Pos, Neg 
and Obj scores from the previous classification 
step, where they may change based on the results of 
the random walk. The intuition here is that, the 
more terms with a certain label (e.g. positive) 
appear in the gloss of a target term, the more likely 
it is for the target term to be assigned that label (e.g. 
positive). The Princeton WordNet Gloss Corpus is 
used to disambiguate terms appearing within 
glosses. 
2.3 Bootstrapping via Semantic Relations 

Bootstrapping methods initiate with set of a 
labelled terms, and then subsequently and iteratively 
building a more comprehensive lexicon from this 
initial set of labelled terms through a semantic 
network (e.g., synonym and antonyms in WordNet). 
A work by [20] was the first to propose a 
bootstrapping algorithm to generate a sentiment 
lexicon using the dictionary-based approach. They 
manually compile a seed set of 30 adjectives (each 
tagged with a positive or negative polarity) that is 
used to automatically expand into a domain 
independent sentiment lexicon.  
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Their technique is based on the intuition that the 
sentiment properties of a set of carefully hand-
labeled seed words are preserved as they 
strategically propagate through the network of 
semantic relations in WordNet. Adjectives share an 
equal polarity as their synonyms, and an opposite 
polarity as their antonyms. They compile a list of 
adjectives extracted from a corpus of user-generated 
product reviews. Figure 1 depicts their 
bootstrapping algorithm.  

 

Figure 1: Bootstrapping algorithm 

For each adjective on the list, they use WordNet 
to check if it has a synonym that is available in the 
seed list. If it does, then it is labeled with the same 
polarity as that of its synonym, and then added to 
the seed list. The same is done to check if the 
adjective has an antonym available in the seed list. 
If it does, then it is labeled with a polarity that is 
opposite to its antonym, and then added to the seed 
list. This is repeated in an iterative fashion, and the 
initial seed list continues to expand until all of the 
adjectives in the list are labeled. 

It uses WordNet to check whether the input 
adjective has a synonym or an antonym in the seed 
list, and is labeled accordingly and added to the seed 
list. If it does not have a synonym nor an antonym in 
the seed list, then it is skipped, and compared again 
during subsequent iterations, since the seed word list 
continuously expands. In other words, the algorithm 
skips this adjective and moves on to the next, since 
the skipped adjective’s orientation may be 
determined in a later call of the procedure with a 
larger seed list. Finally, they incorporate the 
resultant lexicon into their Feature-Based 
Summarization system, which performs aspect-
based SA on product reviews, and then generates a 
summary of the results. 

Several limitations in this simple approach are 
pointed out. Any adjectives on the list that are not 
found in WordNet, or are not labeled, are discarded, 
since they are assumed to be invalid words, or those 
that do not express any opinion. Furthermore, their 
approach allows for an adjective to be labeled as 
both positive and negative in the case where one of 
its synonyms and one of its antonyms are both 
found in the seed list in the same run. In this case 
they simply rely on the first polarity given to the 
adjective. Their approach also allows for adjectives 
to be labeled and added to the seed list multiple 
times, hence, duplicate words in the resultant seed 
list must be removed manually. It is also worthy to 
note that they only consider adjectives for their 
lexicon, and do not include other word classes (e.g., 
nouns, verbs and adverbs), which may sometimes 
also possess sentiment. Moreover, they do not 
consider providing any information on the sentiment 
strength of words in their lexicon. Regardless of the 
limitations in their approach, however, it has set the 
foundation for further work in exploiting online 
lexical knowledge bases to label words with their 
corresponding polarities. 

The work by [6] extracts and labels sentiment-
bearing adjectives in WordNet with use of a 
proposed bootstrapping algorithm: Sentiment Tag 
Extraction Program (STEP). They claim that some 
words are central, and have a strongly defined 
polarity (such as good and bad), while others are 
less central and peripheral, and are therefore more 
ambiguous. They note that a fall in inter-annotator 
agreement results is not due to difference in 
annotation judgment, but rather to the ambiguous 
nature of peripheral words that lie at the boundary of 
the neutral category. This makes the task of 
sentiment assignment to a particular category 
gradual and fuzzy rather than abrupt.      

The STEP algorithm extracted adjectives based 
on synonymy, antonymy, hypernymy and word 
glosses. For the first run, a seed set expanded about 
five times its original size with accuracy comparable 
to human annotation (78 percent). For the second 
run, glosses for all words were considered, and if a 
gloss contains a word found in the seed set, the 
lexeme of the word associated with that gloss was 
added to the seed set. For the third run, Brill’s POS 
tagger was used to eliminate POS ambiguity. 
Contradicting words found in both positive and 
negative categories were discarded.  

Next, they produce a centrality measure by using 
the 58 seed sets (HM). After applying STEP on each 
seed set, some words in the seed sets where 
extracted multiple times to the positive (or negative) 
category, which shows that these words are more 
central in their corresponding categories. The Gross 
Overlap measure is the number of times a word has 
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been extracted during STEP for all 58 sets. The Net 
Overlap score shows the number of times a word 
was placed in the positive category subtracted by the 
number of times a word was placed in the negative 
category. Hence, the greater the Gross Overlap, and 
the better the agreement of the assignment of a word 
to a certain category, the greater the Net Overlap 
score assigned for that word. Next, the Net Overlap 
score for every word was used as an indicator to 
classify it into the positive or negative category, and 
also as a distance measure from a value of 0 
(neutrality). A 0 value was assigned to words that 
were not extracted during STEP runs, or were 
identified as positive and negative an equal amount 
of times. For both positive and negative categories 
of words based on Net Overlap scores, automatic 
(using the STEP algorithm) and manual (using the 
HM test set) tagging were compared to the GI-H4 
gold standard.  

The highest accuracy achieved for automatic 
and manual classification was 66.5 percent and 78.7 
percent respectively. This proves that automatic and 
manual classification have a strong correlation, and 
it is not poor human judgment that results in inter-
annotator disagreement, but rather the fuzzy and 
ambiguous nature of peripheral words that lie on 
the boundary between their sentiment category and 
the neutral category. This is in line with the 
observation by [21], who demonstrated that inter-
human agreement was higher when the neutral 
category was removed from the manual task of 
labeling words with a polarity. 
2.4 WordNet Distance 

Distance refers to the path length between a set 
of seed terms and a set of target terms to be labeled 
in the semantic network. Terms act as nodes while 
the semantic relations among them act as edges. The 
work by [16] also focuses solely on adjectives, and 
propose a WordNet distance-based similarity 
measure to determine their semantic orientation. 
This similarity measure is called the geodesic 
distance function. There are four main subgraphs for 
each syntactic category (nouns, verbs, adjectives 
and adverbs) in WordNet. Each has a relatively 
large component that connects a large amount of 
synsets.  

Synonymous words are connected to form a 
network in WordNet. The geodesic distance d 
between a pair of nodes (i.e., words) is the shortest 
path between them. More specifically: geodesic 
distance = d(wi, wj), where wi and wj are two 
connected nodes in the network. This can be used as 
a measure as to how similar two words are [16]. 
Using this, they measure the distance between an 
adjective and the word good to yield a measure of 
goodness, but they claim it is a weak relation. This 

weakness in relation is due to the wide applicability 
of bipolar adjectives such as good and bad, each of 
which holds 25 and 14 different senses respectively. 
It takes four steps to get from good to bad, which 
can be seen in the following sequence: good, sound, 
heavy, big, bad. In other words, d(good, bad) = 4. 
This shows that, although these words are exact 
opposite in meaning, they are closely related in 
terms of the synonymy relation. 

Using this to their advantage, they measure 
Osgood’s [22] three factors for any affective word. 
For the evaluative factor, they measure the distance 
of a word to good and bad, and use the distance 
between good and bad as a means of normalization 
that constrains the resultant value within the range 
of [-1, 1]. The formula they use to measure the 
evaluative factor of a word is as follows: 

EVA(w) = d(w, bad) – d(w, good) / 
d(good, bad)  (1) 
 

where EVA(w) represents the evaluative factor of 
the word. Words with a negative value are nearer to 
bad, hence, would be considered as having a 
negative polarity.  

 Unlike previous works that used WordNet’s 
taxonomic hyponymy structure to determine the 
semantic orientation of nouns and verbs, they 
exploited the synonymy network to determine the 
semantic orientation of adjectives. Their proposed 
geodesic distance function, however, is constrained 
to only words that are connected in the network. For 
example, for the evaluative factor, words that have 
no connection path with both good and bad cannot 
be measured using this function. The evaluative 
function would assign a value of infinity to a word 
that is not connected to good as follows: d(w, good) 
= ∞. Consequently, the distance between that word 
and bad would also receive the same value, which 
results in a final value of: EVA(w) = 0. Finally, the 
restriction of the seed words to only one bipolar pair 
has a negative impact on the overall accuracy of the 
algorithm. 

 The work by [23] advances the work of [16] to 
assign a semantic orientation to adjectives by 
exploiting the synonymy network in WordNet. The 
difference is that here they use the resultant value of 
their function as an indicator of an adjective’s 
sentiment strength. They build an adjective graph 
that is used to measure the overall distance between 
a target word and reference words with a known 
polarity (or seed words). Non-polar (objective) 
adjectives are assigned dampened sentiment 
strength. They start with a set of seed words and 
recursively query WordNet to extract words (ai) 
connected to the adjective graph (Ga).  
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 Their work expands on the work of [16] in 
several ways. First, multiple bipolar adjective pairs 
are used to compute the semantic orientation of 
unseen adjectives connected to them in the graph. 
Second, edge weights are considered to reduce the 
impact on computation of senses that are at a large 
distance to a word. Finally, they expand coverage by 
considering antonyms, similar words and related 
words, and attempt to assign a lower strength to 
non-polar objectives as a filtering mechanism. 

The work by [24] expands initial positive and 
negative seed words into sentiment lexicons, using 
WordNet synonym and antonym paths from the 
seed words to the target words. They overcome the 
issue of relying on distance by decreasing the 
significance of a path as its distance from a seed 
word increases, and also rank higher words that 
have less antonyms (or sentiment flips) within their 
path. Taking domain sensitivity into account, they 
independently construct seven different lexicons 
based on specific domain or topic (sports, politics, 
business, etc.). The problem inherent in their 
algorithm is that using synonym and antonym 
relations only apply to adjectives, and that using 
distance as an estimation of polarity is naïve when 
compared to connectivity. 

2.5 WordNet Connectivity 
The work by [19] exploit WordNet’s semantic 

structure and propose a Markov random walk 
algorithm to assign a polarity to a word. They 
construct a graph G(W, E), where W represents 
nodes (word-POS tag pairs) and E represents edges 
that link nodes via synonymy and hypernymy 
relations. A random walk starts at an arbitrary word 
with an unknown polarity, and traverses the graph 
until it stops at a seed word with a known polarity. 
The time taken to reach the seed word acts as an 
indication of the polarity of the word. If this is 
repeated N times, the average time it takes a word to 
reach a set of seed words with known positive and 
negative polarities is used to label that word. 

This algorithm comes with several benefits. It is 
easy to implement, fast and is does not require a 
corpus. The random walk algorithm tends to achieve 
a high accuracy due to its ability to exploit the 
multiple relations between words in the WordNet 
graph. The researchers do not consider strength for 
labeled words. A possible technique that merits 
further investigation is to use a word’s average 
hitting time to generate its corresponding sentiment 
strength value. Figure 2 presents the random walk 
algorithm.  

 

 Figure 2: Random walk algorithm 

The work by [23] later applied the above 
mentioned random walk algorithm on Arabic and 
Hindi to construct lexicons of words and their 
semantic orientations in the non-English languages. 

2.6 Synset Member Classification 
Synset classification is a technique whereby a 

term is classified with a polarity based on the 
occurrence of its synset members in the positive and 
negative classes. The work by [21] proposes a word-
sentiment classifier to generate a lexicon of 
sentiment words and assign a sentiment strength that 
corresponds to each word. They start with a seed set 
of sentiment words with manually labeled polarities. 
They use the intuition that positive words have 
synonyms that are mostly positive, and antonyms 
that are mostly negative.  

Some extracted words were not listed properly 
(i.e., mislabeled), or were neutral (i.e., objective). 
Moreover, common words that have no polarity, 
such as get and take, were also extracted. This issue 
brought up the motivation to assign each word with 
a corresponding sentiment strength. This way, they 
kept words with a sentiment strength measured over 
a predefined threshold on the list. Any words below 
this threshold were assumed to be neutral, and were 
thus removed from the list. After the classification 
process, a lexicon of sentiment words was 
generated, each with a numerical value 
representative of its strength. Figure 3 shows some 
sample words from the lexicon generated by the first 
model. For example, abysmal is weakly negative, 
while afraid is strongly negative. 
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Figure 3: Some generated words in final lexicon 

This technique was used to classify unseen 
words from WordNet into the positive list or the 
negative list based on their sentiment strength. For 
all new words in WordNet and not in the updated 
sentiment lexicon, a naïve Bayes classifier was 
employed to detect their polarity and assign them 
with a sentiment strength. This model computes the 
polarity by taking the number of times each of a 
word’s synset members occurs in a class, and 
dividing this by the total count of words in the class.  

They mention that a unigram model is not 
sufficient, since some words are difficult to annotate 
into their corresponding class without considering 
context. As a possible solution, bigrams or trigrams 
may be added to the seed list to detect neutral words 
that may carry sentiment when taken together, 
which may help to increase accuracy. 

Their approach relies strictly on an unseen 
word’s synonyms, as well as the occurrence 
frequency of a word in its synset, to assign it with a 
polarity and strength. The strength values generated 
by both models represents the likeliness of a word 
belonging to some class, rather than the actual 
strength of a word, and would reliably contribute to 
polarity assignment, but not to strength assignment.  

They [26] later adopt their binary classifier 
model for three-class classification instead of two-
class to filter out sentiment-neutral words from 
being classified as positive or negative. The same 
limitations in their previous work also apply here, 
since they use the exact same model, but apply 

ternary classification instead of binary to filter out 
objective terms. 

2.7 Label Propagation 
Label propagation is a semi-supervised machine 

learning algorithm that labels terms with a polarity 
based on the polarity of predefined seed terms. This 
has been applied to generate reliable sentiment 
lexicons in the literature. The work by [27] proposes 
a semi-supervised, graph-based label-propagation 
algorithm for the development of a sentiment 
lexicon. They use WordNet to exploit synonymy 
and hyponymy relations between words in a graph, 
where nodes represent words and edges represent 
relations. Several nodes are used to compile a 
manually labeled seed set of positive and negative 
words, and this set is then used to classify the 
remaining nodes as positive or negative. 

Only words that intersect in both WordNet and 
the GI were used, which were split in two equal sets: 
seed (i.e., train) and test. They test three different 
semi-supervised learning methods: (1) Mincuts, 
which attempts to classify any data points by 
dividing the similarity graph so that it reduces the 
amount of data points that have different labels; (2) 
Randomized Mincuts, which is an updated version 
of Mincuts that makes use of max-flow to generate 
one out of a set of various possible Mincuts; and (3) 
Label Propagation, which classifies an input iff it is 
transitive and possesses some degree of relatedness 
among the examples.  

Another notable point to include about their 
work is that they experiment with the impact of 
various numbers of seed words on performance. 
They show that their label propagation semi-
supervised algorithm, with consideration of both 
synonym and hypernym relations, significantly 
outperforms baseline work, even with as low as 10 
seed words. This demonstrates the effectiveness of 
this algorithm in cases where labeled data is sparse.
 The work by [28] expands a seed set of positive 
(P), negative (N) and neutral (M) words by 
propagating through WordNet’s synonym and 
antonym links using a label propagation algorithm. 
They tag the seed set words with a POS (noun, verb, 
adjective or adverb) to distinguish among a word’s 
multiple senses and reduce ambiguity. The seed set, 
along with the synonym set syn(w) and antonym set 
ant(w) for each word w within the seed set, are used 
as input to their algorithm.  

The first step in the algorithm is to create a score 
vector (sm) and assign a score for each word in 
WordNet. A score vector is initialized with positive 
seed words assigned a score of +1, negative seed 
words assigned a score of -1, and neutral seed words 
assigned a score of 0. The consideration of the 
neutral set is to stop the traversal of sentiment 
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tagging to neutral words. Sentiment scores are 
propagated over the graph by iteratively multiplying 
the adjacency matrix by the score vector sm. Some 
words are maintained in the correct category 
manually. For example, the word fast would be 
labeled as neutral, but frequently occurs as a 
positive word in reviews. Consequently, the signs of 
these words are preserved. For every round, words 
adjacent to a large amount of words with the same 
sentiment are assigned a higher score. The decaying 
value λ = 0.2 was used to decrease the scores of 
words that had a greater distance from seed words. 
This was applied for M = 5 iterations. The score 
vector s was scaled logarithmically. Figure 4 
presents some words generated by the label 
propagation algorithm, along with their 
corresponding sentiment strength scores.  

 

Figure 4: Some words generated by label propagation 
algorithm 

They do not compare their approach to previous 
works, or provide any metrics regarding its 
accuracy, but mention that most of the sentiment 
scores generally agree with human judgment. They 
consider this lexicon domain independent, and 
employ it in their model to perform aspect-based SA 
on sentences and text fragments. 

2.8 Ising Spin Model 
The work by [29] proposes a more sophisticated 

method to classify words in a dictionary as positive 
or negative based on their glosses. They employ the 
Ising spin model, which imitates a group of 
electrons with spins. According to energy reasoning, 
each electron comprises a spin direction: either up 
or down. Similarly, every word carries a semantic 
orientation: either positive or negative. In their 
method, words act as electrons, and a mean field 
approximation is used to label them with the 
average probable semantic orientation. They use 
magnetization as a criterion for parameter selection, 
which acts as the semantic orientation for each 
word. A spin model is a vector of electrons, each 
with a +1 (an up) or -1 (a down) value. Two 
neighboring electrons carry the same orientation.  

They build a lexical network by linking two 
words if one of the words is seen in the gloss of the 
other word. Every link between two words carries 
either a similar orientation link (SL) or a different 
orientation link (DL). A weight wij is set between 

every. This is referred to as the gloss network, G. 
The gloss thesaurus network, GT, is formulated 
using synonyms, antonyms and hypernyms, as well 
as the words in G. They apply conjunctive 
properties on two co-occurring words in a corpus. If 
two words are separated by and, then they have the 
same orientation (SL), but if they are separated by 
but, they have an opposing orientation (DL). This is 
called the gloss thesaurus corpus network, GTC. 
The polarity of words is measured based on the 
average values of spins. They built a network of 
88,000 words from WordNet by using synonyms, 
antonyms, hypernyms and glosses. Then they used 
the Tree-Tagger for POS tagging and stop words 
removal.  

They conclude by claiming that a large corpus 
such as the Web would improve their model’s 
accuracy, and that the integration of their model 
with that of [14] would yield promising results. 
Several limitations exist in their proposed spin 
model. It does not disambiguate word senses, does 
not consider structural information within the 
context of a gloss, and does not have the ability to 
label idiomatic expressions a polarity. They 
mention that their proposed model may easily 
become misled by noisy data in word glosses. They 
later propose two different models for detecting 
semantic orientation of two-word phrases [30], 
[31]. 

2.9 Morphological Derivation 
Morphological derivation has been used to 

exploit the concept that marked words such as 
unhappy and impure carry a negative orientation, 
while their unmarked counterparts (happy and pure 
respectively) carry a positive one. The work by [32] 
proposes a high-coverage semantic orientation 
lexicon that consists of both individual words and 
phrases (multi-word expressions). They use affix 
patterns and a Roget-like thesaurus to label words. 
Their algorithm involves two steps, which are to 
automatically compile a list of seed words, and then 
use a thesaurus to label synonyms of the positive 
seed words as positive and synonyms of the negative 
seed words as negative. They make use of the 
Macquarie Thesaurus, which consists of both words 
and phrases.  

To compile the seed set, they use the concept 
that overtly marked words such as unhappy, impure 
and dishonest carry a negative semantic orientation, 
while their unmarked counterparts (happy, pure and 
honest) carry a positive semantic orientation 
respectively. Moreover, overtly marked words and 
their unmarked counterparts tend to carry 
contrasting orientations. They used 11 types of affix 
patterns to compile overtly marked words and their 
unmarked counterparts. 
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The overtly marked words were labeled as 
negative, and their unmarked counterparts as 
positive. There were exceptions such as bias and 
unbiased, which, according to the algorithm, would 
be labeled as positive and negative, respectively, but 
in reality should be labeled the other way around. 
Other exceptions included contrasting words that do 
not have semantic orientations, such as import and 
export. They claim that these exceptions were rare 
compared to the word pairs that abide by the 
concept of overtly marked words and their 
antonyms having opposing semantic orientations.  

The affix patterns used generated about 2,692 
word pairs that were found in the Macquarie 
Thesaurus, which were automatically marked with 
semantic orientations. They call this list of 
orientation-labeled word pairs the affix seeds lexicon 
(ASL). They further expand the coverage of their 
lexicon by using orientation-labeled words from the 
GI lexicon.  

The Macquarie Thesaurus contains about 1,000 
categories, each consisting of sets of similar 
(roughly synonymous) words and phrases called 
paragraphs. Note that paragraphs are here are 
similar to the concept of synsets in WordNet. There 
are about 100,000 paragraphs in the Macquarie 
Thesaurus. They use the seed words from the ASL 
and the GI to check for word matches in each 
paragraph. If a paragraph contains more positive 
words than negative, then it is labeled as positive, 
along with all the words it contains. This new list 
now contains an expanded set of words with labeled 
semantic orientations. They call this new list the 
Macquarie Semantic Orientation Lexicon (MSOL).  

They denote the list generated with use of the 
words in the ASL as seed words MSOL(ASL), and 
the list generated with use of the words in the GI as 
seed words MSOL(GI). The list generated with the 
use of words in both the ASL and the GI as seed 
words is called MSOL(ASL and GI), and contains a 
total of 76,400 entries (51,208 word entries and 
25,192 phrase entries). They also consider 
SentiWordNet (SWN), the Pittsburg subjectivity 
lexicon (PSL), and the Turney and Littman lexicon 
(TLL). 

Notable limitations in their work include errors 
in terms of contrasting word pairs having been 
generated using the affix patterns that carried no 
sentiment, such as import and export. Furthermore, 
there are antonymous word pairs that were labeled 
incorrectly, since the assumption that overtly 
marked words are negative (e.g., impure), and their 
unmarked counterparts are positive (e.g., pure), does 
not always hold. This leads to a loss of accuracy in 
the word labeling task. On another note, the 
algorithm used in the phrase labeling task for 

extrinsic evaluation solely relies on word 
occurrence.  

The work by [33] proposes SentiFul by 
synonymy relations in WordNet and morphological 
modification of predefined lexical units. They mark 
words with a polarity based on their underlying 
emotional vectors from the Affect Database [34]. 
Then they derive new words through modifying 
their morphological properties (i.e., affixes). For 
example, the noun harmony is transformed to the 
adjective harmonious using a propagating affix.  

The sentiment features of the original lexeme 
are preserved when a propagating affix is applied, 
and are transferred to the derived lexical unit. Other 
types of affixes are reversing, intensifying and 
weakening; the roles they have on the sentiment 
features of the original lexeme are inherent in their 
names. They do not consider other WordNet 
relations such as antonyms or hypernyms, nor 
glosses, which may also potentially increase 
coverage. 

3. COMPARATIVE ANALYSIS OF 
PROMINENT WORKS 

In this section, we illustrate comparative analysis 
of prominent works in this area that have used the 
General Inquirer lexicon (GI) [35] as a benchmark. 
These works evaluate their proposed models for 
accuracy against the intersecting words found in the 
GI lexicon. The GI was manually compiled, and 
contains English words that are labeled with 
semantic categories, among them are lists of 
positive and negative words (about 3,600 hand-
labeled entries altogether). For ease of comparison, 
Table 1 lists the accuracies achieved by several 
notable models in this area. 

Table 1: Comparative analysis of prominent works. 

Research Work Model Accuracy 
Vicente et al. (2017) Walking 75.00 
Esuli and Sebastiani (2006b) PNO 66.00 
Andreevskaia and Bergler (2006) STEP 66.50 
Kamps et al. (2004) ShortestPath 68.19 
Rao and Ravichandran (2009) Label Prop 71.63* 
Hu and Liu (2004) Bootstrap 72.80 
Mohammed et al. (2009) MSOL(ASL) 74.30 
Takamura et al. (2005) Spin 83.60 
Hassan and Radev (2010) RandomWalk 93.10 

* F1-score instead of accuracy 
Note that only the works that use the GI as a 

benchmark are compared. Also, for the label prop 
model, the average F1-score for adjectives, verbs 
and nouns is shown rather than the accuracy. 
Furthermore, the achieved accuracy for the spin 
model and the bootstrap model are recorded from 
[19], who test the accuracy of these models in their 
work.  
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The shortest-path model, the STEP model and 
the PNO model lie within the 60-70 accuracy range. 
In the shortest-path model, [16] employ a distance-
based similarity measure to determine polarity of 
adjectives. Their model is only applicable on 
adjectives that are connected to the predefined 
reference adjective pair. In the STEP model, [6] 
employ the Sentiment Tag Extraction Program 
(STEP) to label adjectives. They claim that, it is due 
to the ambiguous nature of the terms themselves, 
and not due to the quality of human annotation, that 
makes the task of sentiment classification at the 
word level complex. In the PNO model, [18] use a 
committee of eight ternary classifiers to label 
WordNet synsets with a Pos(s), Neg(s) and Obj(s) 
score, which are trained with gloss information. 

The walking model, the bootstrap model, the 
MSOL(ASL) model and the label prop model lie 
within the 70-80 accuracy range. In the bootstrap 
model, [20] set the foundation of exploiting online 
dictionaries to automatically label words with a 
polarity, although their model was relatively simple 
and prone to error. In the MSOL(ASL) model, [32] 
used affix patterns to automatically generate a seed 
list, and then used the gloss information in this list 
to label words found in the Macquarie Thesaurus. 
The reason the accuracy in the model was off by 
about a quarter was mainly because word groups in 
the thesaurus sometimes contain words with 
different orientations. Moreover, the approach of 
using word matches between a word group and 
some training data to label all the terms in that word 
group a certain polarity purely relies on statistics. In 
the label prop model, [27] employ a semi-supervised 
label propagation algorithm, and demonstrate its 
effectiveness in scenarios where training data is 
sparse, as well as its ability to be applied on other 
languages. The work by [9] ‘walks’, or traverses all 
synsets in the path, initiating from a few predefined 
seeds. They employ a fully unsupervised approach, 
and achieve an average accuracy of 75.00 across all 
experiments. This result is at the cost of coverage, 
since the model aggressively filters out even subtly-
subjective terms as objective.  

The spin model lies within the 80-90 accuracy 
range. The work by [29] employs a sophisticated 
Ising spin model from energy reasoning, where 
terms play the role of electrons. It does not 
discriminate words in terms of POS, and does not 
apply to multi-word expressions. The random walk 
model lies within the 90-100 range. The work by 
[19] employs a Monte Carlo random walk model to 
label a word with a polarity based on the average 
time it takes for that word to iteratively traverse the 
network at random and hit a predefined reference 
word. This model’s remarkable accuracy is 
attributable to its ability to exploit the dense 

network of word relations derived from WordNet, as 
well as its tendency to effectively use predefined 
absorbing boundaries.  

Based on this comparative analysis, the work 
done using the dictionary-based approach to 
compile sentiment lexicons since 2004 to date has 
continuously improved. Although the dictionary-
based approach remains open to further research, 
there exist inherent limitations, which are discussed 
in section 4. 

4. PROGRESS AND CHALLENGES 

Although relatively good progress has been 
made with the dictionary-based approach, where the 
automatic labeling of polarity to words matches that 
of human judgment, there remain challenges for 
further research in this area. Liu [3] mentions that 
mislabeled polarity words can be manually cleaned 
up, and that this task is a one-time effort.  

In contrast, Dragut et al. [8] mention that 
sentiment lexicons that are generated using 
dictionaries and lexical resources contain complex 
inaccuracies, beyond the mislabeling of polarity 
words, which are difficult to manually detect; they 
also mention that these lexicons exhibit: (a) intra-
dictionary inaccuracies, where words are labeled 
incorrectly; (b) inter-dictionary inconsistencies, 
where there is contrast between the polarity of 
words in two different dictionaries; and (c) no 
consideration of these inconsistencies that occur due 
to the automatic nature in the approach used to 
induce them. They attempt to pinpoint 
inconsistencies found within an individual 
dictionary, or across multiple dictionaries, with use 
of a satisfiability problem (SAT). Once these 
inconsistencies are identified, the lexicon(s) can be 
improved.   

Several prominent issues inherent in sentiment 
lexicons generated using dictionaries are highlighted 
hereafter. The first issue is that a dictionary only 
contains formal words of a natural language, and 
thus informal words and internet slang commonly 
used on social media would not be taken into 
consideration in the final lexicon [36], [37]. For 
example, in the sentence “Your new bicycle is so 
kewl”, the word kewl would not be flagged as a 
positive word. Furthermore, newly coined terms and 
neologisms such as Tweet, app and crowdsourcing 
would also not be flagged by using dictionary-
generated lexicons. 

The second issue is that this approach does not 
have the capability to generate context-dependent or 
domain-dependent sentiment words that have a 
particular polarity in one domain that is different, or 
even contrasting, in another. For example, consider 
the sentence ‘his laptop is huge’. The word huge in 
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this sentence holds a negative sentiment. In the 
sentence ‘The rooms in this hotel are huge’, huge 
holds a positive sentiment. It can be inferred that the 
word huge has a certain polarity based on the 
domain it is used in (in this case, laptops vs hotel 
reviews). Note that this issue is also apparent in 
non-English languages. Therefore, the dictionary-
based approach limits the ability to determine 
whether some words are positive or negative in a 
specific context or domain.  

The third issue is that, in certain occasions, a 
sentence that contains sentiment words may not 
reflect any sentiment. This is especially true in the 
case of conditional sentences (e.g., “Once I find the 
most luxurious car, I will certainly buy it!”) and 
interrogative sentences (“Which of these cars is the 
most luxurious?”). Finally, the fourth issue is that, in 
contrast to the previous issue, a sentence that does 
not contain any sentiment words may express a 
sentiment, based on its surrounding context. For 
example, “I found hair in the bathroom of my hotel 
room when I first entered” expresses a negative 
sentiment, although it does not explicitly contain 
any sentiment words.  

The mentioned issues are also applicable to 
sentiment lexicon generation algorithms for non-
English languages [38], [39], [40], [41], [42]. 

Therefore, relying solely on the dictionary-
based approach is insufficient. Researchers 
consider exploiting the alternative corpus-based 
approach to: (a) generate domain and context 
dependent sentiment words, and deal with 
subjectivity; (b) increase coverage of new terms not 
found in an (outdated) dictionary; and (c) include 
informal social media terms and internet slang. 
Regardless of the limitations involved, using online 
dictionaries and lexical resources such as WordNet 
tends to be an essential initial step in sentiment 
lexicon generation algorithms, which is attributable 
to their extensive coverage of words defined in a 
natural language, rich gloss information, as well as 
their semantic relations networks. 

5. CONCLUSION 

In this paper we presented a comprehensive 
review on the notable research works that focus on 
the dictionary-based approach for sentiment lexicon 
generation. In prior work, online dictionaries were 
applied to label words with their corresponding 
sentiment properties, in an automated manner. This 
prior information about words, across the semantic 
dimension of sentiment, is then used for sentiment 
analysis tasks on larger pieces of text. The 
underlying intuition in using a dictionary to 
generate a sentiment lexicon is that words are not 
only semantically related by meaning, but for the 

most part, are also related in terms of their semantic 
properties. Moreover, a dictionary allows for 
extensive coverage of words defined in a natural 
language, possesses rich gloss information, and 
links words together by semantic relations. The end 
result is a high coverage, domain independent 
sentiment lexicon that may be used for sentiment 
analysis tasks on larger pieces of text.  

A corpus may be used as a subsequent step for 
domain adaptation, as well as to include informal 
words not found in online dictionaries. However, 
utilizing a dictionary is always an essential first 
step for the task of sentiment lexicon generation. 
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