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Abstract

Suicide is one of the leading causes of death in most countries around the world; it is one of the three most common causes of death in a group of young people (15-24 years old), but so far no methods have been developed for diagnosing suicidal tendencies. In this connection, the problem of developing methods for identifying people prone to suicidal behavior is becoming especially topical. One of the directions of such research is the search for typological features of the speech related to suicide using the methods of mathematical linguistics, automatic text processing and machine learning. In foreign science, the texts of people that were motivated by suicide (mainly suicide notes) are studied using methods of automatic text processing (natural language processing), machine learning methods, and models that are constructed to allow to classify whether the text is related to suicide or not. It seems obvious that in order to develop methods for identifying people who are prone to suicide, it is necessary to analyze not only suicide notes (which are usually texts of small volume), but also other texts created by people who have committed suicide. The purpose of this work is to build a model of machine learning, apply teaching methods with and without a teacher, then select the most efficient algorithm for the task to classify whether the text is connected to suicide using comparative analysis.

Our research contributes to detection of depressive content that can cause suicide, and to help such people reach confident help from psychologists of national suicide preventing center in Kazakhstan. Obtaining highest result for 95% of f1-score for Random Forest (Supervised) with tf-idf vectorization model, in conclusion we may say that K-means (Unsupervised) using tf-idf shows impressive results, which is only 4% lower in f1-score and precision.
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1. INTRODUCTION

According to data provided by the World Health Organization, more than 800,000 people die every year due to suicide, i.e. suicide is committed every 40 seconds, while, according to the available data, only 30% of those who committed suicide had previously reported their intentions [1]. Therefore, there is an objective need to develop methods aimed at identifying people that are prone to suicidal behavior and prevent their suicide attempt. The most valuable diagnostic tool that reveals the peculiarities of the personality psyche, including its tendency to suicidal behavior, is the analysis of its speech production, including the formal grammatical level, which is beyond the control of consciousness.

Social networks generate significant flows of information, which are characterized by a high level of dynamism and scale. The capacity of social networks is steadily increasing, and with it the speed of data transmission, and hence their processing, increases.

Based on the use of modern technologies for analyzing big data, the information obtained from social networks, which at first glance seems to be scattered, can be distributed according to a huge number of criteria – both common to certain groups of users and personally oriented.

This research compares supervised and unsupervised learning algorithms to identify suicidal ideation in popular social network (Vkontakte [2]) among adolescents and youth in Kazakhstan “VKontakte”. VK (Originally VKontakte) is the second largest social network service in Europe after Facebook [3]. In the next
section, we do literature review considering related works in this area. Section 3 describes the methodology of the research. Section 4 delves into experimental evaluation and analyzes the results in point of view of suicidal and non-suicidal post classification accuracy and choice of best algorithm for suicidal ideation detection.

The research motivation behind this study is to determine which type of machine learning algorithm is more appropriate and has high accuracy to detect users with suicidal tendencies on social networks. In their case, this gives researchers the opportunity to choose the optimal algorithm or model for applying machine learning techniques to a given task. In this paper, we will explore the answer of this research problem.

2. LITERATURE REVIEW

2.1. Pre-Suicidal Factors

The BBC Future review provides the latest and most extensive research into how social media, primarily Facebook, Twitter, and Instagram, affects our mental well-being [4].

Three billion people worldwide, or about 40% of the population, use social networks on the Internet [5]. We spend an average of two hours on them every day: we share posts, photos, and respond to friends’ posts. Every minute, users of social networks send almost half a million tweets and photos to Snapchat.

Since social media has a significant impact on our lives, it is important to understand how they affect us.

STRESS. Social networks are a place where we often express our indignation about something, from poor-quality services to political problems. This allows us to let off steam, but turns our news feed into an endless stream of negativity.

Recent research tried to find out if social networks actually free us from negative emotions or, conversely, cause more stress [6-12].

ANXIETY. The researchers also tried to find out how social networks affect the overall level of anxiety. A study published in the journal Computers and Human Behavior (Computers and Human Behaviour) found that people who use seven or more networks have a three times higher general level of anxiety than users that use two social media platforms or less [13].

DEPRESSION. Although some past studies have found a link between depression and the use of social networks [14-16], new studies in this area suggests the opposite effect.

For instance, studies in which more than 700 students participated in showed that symptoms of depression, such as bad mood, feelings of inferiority, and despair, are associated with the quality of online communication [17].

For those to whom virtual communication brought mostly negative emotions, depressive symptoms were higher.

A similar study conducted in 2016 with the participation of 1,700 people demonstrated that the risk of depression and anxiety was three times higher among those who used several social media platforms [18-20]. Among the reasons cited by the researchers were, above all, virtual harassment and a distorted view of the lives of others [21-23].

However, scientists are also studying how social media can detect the symptoms of depression, which will help to promptly seek professional assistance [24-28].

By order of Microsoft, researchers surveyed 476 Twitter users and analyzed their social network profiles, paying attention to the style of messages, emotions, the type of interaction with other users, and signs of depressive behavior.

Using this data, they developed a questionnaire that allows us to predict the risk of depression in seven out of ten cases before the first symptoms appear.

LONELINESS. A study published by the American Journal of Preventive Medicine, where 7,000 people aged from 19 to 32 had participated in, showed that those who spend a lot of time on social networks feel twice as socially isolated. They lack the sense of belonging to a group, as well as interaction with others and full-fledged relationships.

According to researchers, for those people social networks crowd out personal relationships and make them feel lonely.

"An idealized view of the lives of friends and acquaintances can cause a feeling of envy and a false belief that they are happier and more successful. Such thoughts increase social isolation."

2.2. How Are Social Networks And Dysmorphophobia Related?

Social networks are regularly suspected of catalyzing bodily dysmorphophobia – dissatisfaction with one’s own body and even hatred towards it, associated with the search for contrived deficiencies, eating disorders and other mental difficulties. The essence of the claims comes down to the fact that the photos on Instagram create a distorted body image, so that
one's own one gradually begins to seem “somehow different” to a person [29-31].

Plastic surgeons are increasingly saying that social networks are provoking more operations. Today, patients come to them not with photos of celebrities, as before, but with snapchat filters, which makes it possible to speak of a new type of dysmorphophobia. On the other hand, body positive does its job: social networks become a platform through which people whose appearance was not represented in the media space before, tell the whole world about themselves — and then appear in advertising campaigns, go to the podium and by their own example prove that body worthy of respect.

Scientists have determined that those who showed signs of depression, behaved in social networks as follows:

Symptom 1
They use social media to compare themselves with “better” version of other users. Most often, this trend can be traced on Instagram, when users post only successful photos and demonstrate a successful life, leaving reality behind the scenes;

Symptom 2
They regularly use social networks and this comes to the level of “addiction” (this condition was determined by the results of a survey in which students answered “yes” to the following statements: “you tried to minimize the use of social networks”, and “this had a negative impact on your work/study”).

Symptom 3
They felt worried after they were noted on the failed photos on social networks. Often this caused students anxiety and even aggression.

Symptom 4
These students rarely publish photos with other people. The reason why people with depression are less likely to publish pictures with others, according to the authors of the study, is that individuals with this psychological problem often tend to isolate themselves from others.

2.3. Applying AI in suicidal ideation detection and suicide prevention

What is most disturbing is the fact that suicides are a common cause of death among adolescents and young people under the age of 25 [32-37].

Attempts to teach technology to fight suicide have been going on for quite some time: Back in 2007, a group of researchers attempted (rather successfully) to analyze the records of MySpace.com users in order to identify those who are on the verge of suicide. Among other things, it is known that machine learning algorithms are much more efficient than professional doctors in distinguishing a suicide note from a fake one (78% accuracy against 63%), and suicidal tendencies can be indicated, for example, by the duration of vowels during a conversation. The search for these does not arise from scratch: as a recent study showed, over fifty years of studying suicide, scientists have not made any visible progress in predicting it [38-39]. Traditional risk factors identified over the past half century - depression, stress, use of psychoactive substances - provide accuracy not higher than random guessing.

The main problem of previous works is considered to be an extremely narrow methodology: most of them concern only one risk factor and do not take into account the complexity of their combinations at all.

Propensity to suicidal behavior can be determined by using automatic analysis of brain activity. It was succeeded by the American scientists who had applied methods of machine learning for the analysis of results of fMRI scanning of potential suicides [40]. The new algorithm identified suicidal people with an accuracy of 91 percent. The article was published in the journal Nature Human Behaviour [41]. Machine learning of neural representations of suicide and emotion concepts identifies suicidal youth.

Recent work indicates that by analyzing patterns of brain activity, we can identify the neurobiological prerequisites for determining the concepts of the real world — how concrete concepts are formed and stored in our mind. For example, the understanding of the concept of “home” is associated with the activity of the parahippocampal gyrus, which is responsible for processing information about scenes of reality. The authors of the new work decided to check whether there are differences in brain activity in defining various emotional concepts between healthy people and people with suicidal tendencies - and, if they exist, is it possible to determine a person's suicidal tendencies [42].

Applying machine learning based on the use of the naïve Bayes classifier, scientists identified voxels (three-dimensional image units) of the differences in activation when comparing 17 healthy people and 17 people with suicidal thoughts. The researchers managed to identify six concepts - "death", "cruelty", "problem", "carelessness", "good" and "praise" - where activation of them is the most different between the two groups.
Indiana University conducted a longitudinal study of 51 women with diseases such as bipolar disorder, depression, schizoaffective disorder, and schizophrenia. In all patients during treatment, the standard index of suicidal thinking (SI) was determined. They also determined the level of expression of various genes, choosing those for further study, the expression of which is most different in women without suicidal thoughts and participants with a maximum SI.

Using probabilistic analysis of available genetic information bases in selected genes, the most reliable biomarkers of suicidal susceptibility were identified. The effectiveness of the proposed diagnostic methods was estimated by the area under the ROC curve (ROC AUC). For UP-Suicide, this figure was 82 percent when predicting SI and 78 percent when predicting future hospitalizations for suicidality. [43]

An important topic of the June (2017) issue of the British Journal of Psychiatry is the prediction and prevention of suicides. Carter and colleagues (Carter et al.) Performed a systematic review and meta-analysis of 39 risk scales used in predicting suicidal behavior. As a result of the study, the positive predictive value of these scales (ranging from 5.5% for suicide to 35.9% for a combined outcome) was considered too low to be used to make decisions about clinical interventions. Alternatively, the authors propose a clinical assessment in order to identify variable risk factors and apply specific interventions intended for individual subgroups of self-harming individuals [44].

The breakthrough project, carried out under the guidance of scientists from the University of Florida, has dramatically increased the ability to predict suicides - it allows you to predict with 80% accuracy which patient will make a suicide attempt in the next two years. A new article by the main artist Jessica Ribeiro was published in Clinical Psychological Science. According to the results of the study, machine learning can, with 80–90% accuracy, predict the probability of a suicidal attempt for a particular person two years in advance. As the suicidal attempt approaches, the accuracy of the algorithms increases even more, for example, a week before the attempt, the accuracy rises to 92% (for patients of the general hospital) [45].

Ribeiro’s research is particularly impressive compared to a recently published review of 50 years of research in the field of suicide prediction (by Joseph Franklin), which showed no real progress in this area. The Ribeiro project was born out of Franklin's shocking result. Ribeiro, along with Franklin, and Colin Walsh processed a large amount of data (about 2 million anonymous electronic patient records in Tennessee). In this database, more than 3200 people who committed a suicide attempt were identified. This was key information: similar medical records of thousands of suicidal people.

After studying all these data, machine learning algorithms could “find out” which combinations of factors in the stories were predicted by future suicidal attempts with the greatest accuracy. “The machine finds the optimal combination of risk factors,” says Ribeiro. “The main thing is how this algorithm and these variables interact with each other as a whole. This kind of work allows us to apply algorithms with hundreds of data points from a medical history and potentially reduce them to clinically relevant information.” Such meaningful information can be used to develop an “alarm system” for clinicians who identify patients at risk for suicidal behavior. According to research, about 60-90% of people who died as a result of suicide, visited the doctor that year, but the clinicians did not see the approach of suicide. Currently, work is underway in the United States to create national and international e-case histories for subsequent analysis using a machine learning algorithm to identify individuals at risk of suicide. The US Department of State and the Department of Veterans Affairs have already launched this program for their own database. [45.]

The Korean government decided to fight the growing number of suicides in the country using a Facebook program called AI Saving Lives. It uses machine learning algorithms to track and analyze user activity in social networks and instant messengers. The Facebook algorithm is also able to detect video recognition, which suicides usually make before they die. When such content is detected, the program sends a warning to the user and his friends [46].

Scientists from the University of Cincinnati (University of Cincinnati), University of Colorado at Denver (University of Colorado Denver), University of Southern California (University of Southern California) and Princeton University (Princeton University) have developed an algorithm that can determine whether a person is prone to suicide. The research results are published in the journal Suicide and Life-Threatening Behavior [47].

The machine learning algorithm was able to distinguish patients with suicidal tendencies from mentally ill and healthy people with an accuracy
of up to 93%. “These results convincingly prove that advanced technologies can serve as a decision support tool that will help clinicians and social workers to recognize and prevent suicidal behavior,” says one of the authors of the study, Professor John Pestian. “You see tremendous support from technology in medical institutions, but those who work with mentally ill people do not receive it in such volumes. [47].

Scientists have long taught computers to diagnose suicidal tendencies. Eleven years ago, researchers created software that recognized emotions in suicide notes, eight years ago, machines distinguished real notes from simulations. In 2015, scientists analyzed people no longer posthumously, but during a doctor's appointment, but on the example of a small sample — 60 people — and in one medical center. New article is devoted to the first distributed multicenter study.

It was attended by 379 people from the Medical Center of the Children's Hospital of Cincinnati, the Medical Center of the University of Cincinnati and the Princeton Public Hospital. Participants belonged to one of three groups: suicidal, mentally ill but not suicidal, and healthy people (control group). Those who were within 24 hours or went to an ambulance or a psychiatric hospital in connection with an attempt or intention to commit suicide, were mentally ill - people who received an appropriate diagnosis were considered prone to suicide.

Patients underwent standardized tests for depression, the severity of suicidal manifestations, and the severity of mania. Then - an interview in which the doctor asked the questions “Do you have hope?”, “Do you have secrets?”, “Do you have fears?” And others. The scientists recorded video conversations. They deciphered the interviews, created a “dictionary” of key words and sound characteristics, and on a part of this data they trained a computer learning algorithm, the so-called “support vector machine”, the purpose of which was to find a hypothesis with the smallest real error.

Then the computer was “fed” the remaining recordings and interview transcripts. It turned out that the machine distinguishes patients from three groups with an accuracy of at least 70%. The algorithm could analyze both one linguistic or acoustic component of speech, and both together. When comparing suicidal people with a control group, the algorithm reached an accuracy of 93 (text only), 79 (audio only) and 92 (text + audio) percent. He distinguished suicidal from mentally ill people in 79 (text), 76 (audio) and 81 (text + audio) percent of cases. Interestingly, the use of acoustic information in some situations increased, and in others reduced accuracy.

Studies of recent years with the use of these software tools analyze texts of diaries, letters (including those published on the Internet), and lifetime interviews of people who have committed suicide [48]; an overview of this kind of work is presented in D. Lester [49].

It should be noted that these works do not pose the task of creating methods for diagnosing a tendency to suicidal behavior based on a quantitative analysis of speech products, but only states that there are statistically significant differences in the texts of suicides and non-suicidal persons. The main text analysis tool used in these works is the LIWC program. The work of Mulholland M., Quinn J. [50], performed on the material of the lyrics, also poses the task of developing a mathematical model that classifies the texts as belonging to suicides or to individuals in the control group. However, the study significantly expanded the list of text parameters (TTR, the proportion of words in some parts of speech, the proportion of verbs in the passive voice, the proportion of words in certain semantic classes, the grammar of words). Texts were tagged using modern means of automatic language processing. Using the methods of machine learning, a classifier was built, the accuracy of which was 70.6%. Of course, the accuracy of the classifier is far from desirable, but the results show the fundamental possibility of solving the problem of diagnosing the risk of suicidal behavior based on the analysis of quantitative analysis of texts using NLP methods and mathematical statistics. As the authors of the study rightly point out that in order to improve the accuracy of the model, it is necessary to expand the body of texts and the set of parameters for analysis.

3. SELECTION OF FEATURES OF A SOCIAL NETWORK USER FOR BUILDING A MACHINE LEARNING MODEL

Undoubtedly, social networks have become an integral part of the lives of billions of people and it is difficult to imagine life without them. In addition to communicating with friends, family, acquaintances, social networks are used to read current news and are a huge platform for sharing information. It is not a secret that both small
entrepreneurs and large corporations operate on social media. With the active development of the Internet, social networks have become one of the key marketing tools. Indeed, among the users of social networks there is an audience of all ages and different segments of the population.

On social networking sites, you can successfully promote your product without deep analysis of the audience, but you can get much more benefit if the target user has demographic attributes, interests, hobbies, or certain behavior, based on social network data. Such information allows, for example, to offer personalized product offers that are more suitable for this user, or to identify potential buyers and move on to more active sales methods.

As a rule, in many services, each user has a name, age, location and a short description of interests, or links to other social networks. But this is sometimes not enough or the information may not be correct. All this requires improvements in data collection and processing systems.

**Basic user classification model**

Data that represents information about the user on social networks can be divided into 4 main types: profile, behavior, text content (messages, publications, comments) and data from the social networks themselves (for example, time of visits, number of subscribers \ subscriptions).

These our types are enough to extract features of a general-purpose classification model. We face the challenges:

- General assessment of the relative impact of the trait, reliability and generalization of potential opportunities for user classification.
- Exploring the value of linguistic information for classifying users.

**Signs from user profile**

Many services, by default, display profile information, such as user name, location, and a short summary about the user.

In addition, all popular social networking APIs provide access to other information, such as the number of subscribers, friends, publications, etc.

However, during the data collection from social networks you can face a number of problems:

- Restricted access or blocking for automatic collection of information.
- Data privacy – often users set privacy settings, which makes many profile attributes inaccessible from the outside.

The weak structure of the data - some social networks either do not have an API, or with large restrictions, which makes data collection very problematic. To do this, you must “manually” get HTML and parse the page structure.

**Behavior**

Characteristics of user behavior include a number of statistics of interactions with the service: the average number of messages per day, the number of responses, and the number of repeated publications (reposts), etc. Such data may be quite suitable for training the model. For example, statistics show that people who rarely make publications have more unique content, comparable to those who do it more often and publications contain a URL to third-party sites.

**Text content**

Text content has information about the main topics of interest to users. Simple text information helps to classify users by comments, blogs, conversations and search sessions.

Next, we analyze the basic properties of textual content.

**Modeling by topic**

Taking into account n classes, where each ci represents a set of users Si. Each word assigned to at least one user is assigned a score for each of the classes. The value of the score is calculated by the conditional probability of the class according to the formula:

\[
\text{proto}(w, c_i) = \frac{|w, S_i|}{\sum_{j=1}^{n}|w, S_j|}
\]

where \(|w, S_i|\) is the number of words issued by w for all users of the class ci. For each class of users, k thematic words with a high score are saved. The \(n \times k\) thematic words are collected from all classes and serve as signs representing a specific user: for each thematic word wp, an estimate is assigned to user u.

\[
f_{\text{proto}(w, c_i)} = \frac{\sum_{w \in W_p} \text{WP}|u, wp|}{\sum_{wp \in W_p}|u, w|}
\]

Wp is a set of thematic words for class c.

**Hashtag classification**

In many social networks you can use hashtags to indicate the main topic of the publication. Most often the same or similar hashtags are used to simplify information retrieval among similar
publications. Classification by hashtags occurs in
the same way as for subject phrases. Given that the
set is $S_i$ for class $c_i$, where it will contain all the
hashtags from the publication. Then you can get a
set of themes of hashtags by applying Formula 1.
Ultimately, you need to save hashtags with high
marks for each class, and calculate the attributes
by formulas 2 and 3.

### Interactions
Relationships established by the user with other
users of the social network, his answers, reposts,
and publications he likes have a large role in
classification.

### Friends
It is easy to see that people who are fond of cars
are more likely to add like-minded friends to their
friends and join car-related groups. It can be
assumed that users of other classes can also share
specific accounts of friends.

In order to load a set of classes of profiles of
friends $F$, you can use the same classification
mechanism for subject phrases, namely formula 1.
Then you need to get the following characteristics
for this user $u$: the number of profiles in $[FF$ that
the user is subscribed to; the percentage of $F$
profiles that are subscribed to $u$; The percentage of
accounts subscribed to $u$.

### Answers, comments and reposts
Here, the same principle as with friends, the sign
shows that the user has a tendency to comment,
make reposts, add to the selected content of people
or groups of interest. It is possible to classify by
the same principle, by thematic words, and
hashtags.

### Communities
In the real world, it is quite typical for humanity
to unite in various communities of interest,
occupation, social circle. The same picture is
observed in social networks.

An analysis of the social network user
communities is also an important classification
criterion. Information about communities, the
social network at the global level finds application
in the systems of recommendations, filtering and
spam and many other applications. As a rule,
communities in social networks are internally
categorized, which greatly simplifies the task of
classifying users who join them.

### 4. METHODOLOGY
Before classifying information as suicidal or
depressive, it is necessary to define the criteria of
"danger". One of the solutions is the definition of
a set of keywords. It is a method of determining
the types of information and is applied in the
developed software package. For the definition a
set of keywords was compiled, which was used to
analyze information on the social network
VKontakte. The software package based on the
presence or absence of the specified keywords in
the text concludes that the text is suitable for
further research.

The implementation of obtaining information
may vary depending on the source of information,
but maintain the general principle of its
construction. The main purpose of the part of the
software responsible for obtaining information
from open sources is to perform actions quickly
and efficiently. To achieve maximum
performance, you must use the built-in methods
for obtaining information from sources (API), if
any. If there are no such methods, then it is
necessary to obtain and extract the necessary
information from HTTP requests.

There are three separate modules of the software
package:
1. Information collection module - is responsible
for receiving information from open sources and
transmitting it for further processing;
2. Keyword search module - is responsible for
finding keywords in a large amount of
information;
3. Document ranking module - is responsible for
determining whether the information is dangerous.
We collected 35,000 messages in Russian for people diagnosed with depression at various levels: severe, chronic, manic, persistent depressive disorder, and so on. We also used about 50,000 personal posts from social networks with negative attitudes on various topics to create a homogeneous text base, divided into a training base for learning algorithms and test bases for evaluating the performance of algorithms. Training and testing dataset divided by 74.5% to 24.5% as illustrated in Figure 2.

Based on a thorough analysis of the text corpus and the main themes and emotions, our psychologists identified three possible causes of suicide:

1. The need for support is a desperate attempt to draw the attention of other people to their mental state.
2. Avoidance - the inability to tolerate any further intolerable heartache, guilt, or shame for socially unacceptable acts.
3. The protest is a protest against difficult family problems, often associated with the expression of emotions of anger and accusation. A written note is often addressed to a specific person or group of people.

Suicide is not an impulsive act, and preparation for suicide can last for about a year, during which a person will show signs of his condition. We use the analysis of sentiment to detect this dangerous period.

5. EXPERIMENTAL EVALUATION AND ANALYSIS THE RESULTS

We used Random Forest, Gradient Boosting
[4] to detect depressed publications with supervised learning. While for teaching without a teacher, we used K-means with a 2-cluster model.

5.1. Data Preprocessing
First, all texts were lemmatized — the process of deleting only endings and returning the base or vocabulary form of a word, which is known as a lemma. For the lemmatization of words in the context of the Russian language, the lemmatizer “MyStem” from Yandex was used, since it demonstrated excellent results. Subsequently, the nltk library for stop words was used to remove the stop word, hence reducing potential noise in the data. Numbers, special characters, not Cyrillic letters have also been deleted.

Secondly, the pre-processed texts were vectorized — the process of representing texts in a vector space for arithmetic operations on the entire data structure. Vector view saves time. For vectorization of texts, the TF-IDF and Word2Vec models were used.

TF-IDF stands for Term Frequency-Inverse Document Frequency, which basically indicates the importance of a word in a package or data set. TF-IDF contains two concepts: term frequency (TF) and reverse document frequency (IDF).

Word2vec is a deep learning technique with a two-layer neural network. Google Word2vec takes data from big data and converts it into vector space. Word2vec basically puts a word into feature space in such a way that their location is determined by their meaning, that is, words that have a similar meaning are grouped together, and the distance between two words also has the same meaning.

5.2. Supervised Learning Algorithms
For the experiment 2 best algorithms were tested according to our previously published work, as well as with the vectorization of tf-idf [4]:
1. Gradient Boosting with word2vec
2. Random forest with word2vec
3. Gradient Boosting with tf-idf
4. Random forest with tf-idf

5.2.1. Gradient boosting with word2vec
The result of applying Gradient Boosting algorithm as following:

<table>
<thead>
<tr>
<th>Metrics</th>
<th>precision</th>
<th>recall</th>
<th>f1-score</th>
<th>support</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.96</td>
<td>0.90</td>
<td>0.93</td>
<td>12212</td>
</tr>
<tr>
<td>1</td>
<td>0.75</td>
<td>0.89</td>
<td>0.81</td>
<td>4115</td>
</tr>
<tr>
<td>avg / total</td>
<td>0.91</td>
<td>0.90</td>
<td>0.90</td>
<td>16327</td>
</tr>
</tbody>
</table>

5.2.2. Random forest with word2vec
The result of applying Random Forest with word2vec algorithm as following:

<table>
<thead>
<tr>
<th>Metrics</th>
<th>precision</th>
<th>recall</th>
<th>f1-score</th>
<th>support</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8</td>
<td>0.99</td>
<td>0.95</td>
<td>0.97</td>
<td>11811</td>
</tr>
<tr>
<td>1.0</td>
<td>0.98</td>
<td>0.96</td>
<td>0.92</td>
<td>4516</td>
</tr>
<tr>
<td>avg / total</td>
<td>0.96</td>
<td>0.95</td>
<td>0.95</td>
<td>16327</td>
</tr>
</tbody>
</table>

5.2.3. Gradient boosting with tf-idf
The result of applying Gradient Boosting with tf-idf with word2vec algorithm as following:

<table>
<thead>
<tr>
<th>Metrics</th>
<th>precision</th>
<th>recall</th>
<th>f1-score</th>
<th>support</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8</td>
<td>0.99</td>
<td>0.95</td>
<td>0.97</td>
<td>11850</td>
</tr>
<tr>
<td>1.0</td>
<td>0.88</td>
<td>0.96</td>
<td>0.92</td>
<td>4477</td>
</tr>
<tr>
<td>avg / total</td>
<td>0.96</td>
<td>0.95</td>
<td>0.95</td>
<td>16327</td>
</tr>
</tbody>
</table>

Figure 3. A Graphical Representation Of The Word2vec Vectors In A 2D Space, Where Green Labels Are Depressive Posts, And Blue Labels Are Regular Posts.

5.2.3. Gradient boosting with tf-idf
The result of applying Gradient Boosting with tf-idf with word2vec algorithm as following:

<table>
<thead>
<tr>
<th>Metrics</th>
<th>precision</th>
<th>recall</th>
<th>f1-score</th>
<th>support</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.95</td>
<td>0.92</td>
<td>0.93</td>
<td>11811</td>
</tr>
<tr>
<td>1.0</td>
<td>0.80</td>
<td>0.87</td>
<td>0.84</td>
<td>4516</td>
</tr>
<tr>
<td>avg / total</td>
<td>0.91</td>
<td>0.91</td>
<td>0.91</td>
<td>16327</td>
</tr>
</tbody>
</table>

Precision: 96%
Recall: 95%
5.2.4. Random forest with tf-idf

The result of applying Random forest with tf-idf algorithm as following:

<table>
<thead>
<tr>
<th>Metrics</th>
<th>precision</th>
<th>recall</th>
<th>f1-score</th>
<th>support</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
<td>116</td>
</tr>
<tr>
<td>1</td>
<td>0.96</td>
<td>0.96</td>
<td>0.96</td>
<td>46</td>
</tr>
<tr>
<td>avg / total</td>
<td>0.96</td>
<td>0.96</td>
<td>0.96</td>
<td>163</td>
</tr>
</tbody>
</table>

F1-score: 95%

5.3. Unsupervised Learning Algorithms

For the experiment, K-means with tf-idf and word2vec were tested:
1. K-means with word2vec
2. K-means with tf-idf

5.3.1. K-means with word2vec

The result of applying K-means with word2vec as following:

<table>
<thead>
<tr>
<th>Metrics on training set</th>
<th>precision</th>
<th>recall</th>
<th>f1-score</th>
<th>support</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.95</td>
<td>0.91</td>
<td>0.93</td>
<td>47763</td>
</tr>
<tr>
<td>1</td>
<td>0.79</td>
<td>0.88</td>
<td>0.83</td>
<td>17542</td>
</tr>
<tr>
<td>avg / total</td>
<td>0.91</td>
<td>0.90</td>
<td>0.91</td>
<td>65305</td>
</tr>
</tbody>
</table>

Precision: 91%
Recall: 91%
F1-score: 91%

In addition, the main characteristics of results as accuracy, precision, recall, and F1-score were given in Table 1.
Table 1. Supervised Learning Algorithm For Suicidal Ideation Detection

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gradient Boosting word2vec</td>
<td>90%</td>
<td>91%</td>
<td>91%</td>
<td>91%</td>
</tr>
<tr>
<td>Random Forest with word2vec</td>
<td>89</td>
<td>91</td>
<td>90</td>
<td>90</td>
</tr>
<tr>
<td>Gradient Boosting with tf-idf</td>
<td>95</td>
<td>96</td>
<td>95</td>
<td>95</td>
</tr>
<tr>
<td>Random Forest with tf-idf</td>
<td>96</td>
<td>96</td>
<td>96</td>
<td>96</td>
</tr>
</tbody>
</table>

Table 1 confirm that Gradient Boosting with tf-idf and Random Forest with tf-idf are the best classifiers for the given problem. The best supervised learning algorithm for suicidal ideation detection is Random Forest with tf-idf with 96% accuracy.

Comparison of the results of different algorithms f1-score, we can see that the Random Forest with tf-idf algorithm shows a result of 95%, which is a very good result for the given task.

To make sure that our algorithm is correct, the Receiver Operating Characteristic (ROC) curve with cross-validation was built. ROC curve was applied to understand a performance measurement for classification problem at various thresholds settings.

The “steepness” of ROC curves is also important, since it is ideal to maximize the true positive rate while minimizing the false positive rate.

Figure 5 shows the ROC curve of different train and test datasets, created from K-fold cross-validation. Taking all of these curves, it is possible to calculate the mean area under curve, and see the variance of the curve when the training set is split into different subsets. This roughly shows how the classifier output is affected by changes in the training data, and how different the splits generated by K-fold cross-validation are from one another.

According to the graph, we see a stable result and we can be sure that the algorithm is well-trained to identify depressive posts.

### 6. CONCLUSIONS

In this paper, we implemented different algorithms of supervised and unsupervised learning methods. We obtained f1-score 95% and ROC-area 0.98 with Random Forest with tf-idf vectorization model. By comparing with our previously built algorithm we increased prediction by almost 20%. We also tested how unsupervised model will perform on that dataset and it surprisingly showed great results.

There are several interesting directions of future work. One of them is to implement deep learning models with PyTorch framework. An alerting system will be built for the government to monitor emotional state of a person to prevent possible suicide attempts or any self-inflicting injuries.

We raised a very foundational research question
about determining the depressive posts in social media and concerned about anonymity of the data, especially when the topic is sensitive and ambiguous. We controlled parameters of training algorithms, validated it with ROC curve, and visualized results in 2D space. In addition, we made it open-source project, for future commits and changes. In this regard we have achieved our initial goal. In the next phase of our research, we are going to apply audio, video and text analysis to identify depressed and suicidal people on the social network. We are also going to publish collected data from social media with suicidal, depressive and neutral messages that contain suicidal keywords in a data paper as a data for machine learning purpose to identify suicidal and depressive posts in social networks.
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