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ABSTRACT 

 
In this paper, properties of signals, such as speech and image are tested after transmission over OFDM system 
with 16-QAM under additive white Gaussian noise (AWGN).  Noise could distorts the signals. The statistical 
and information-theoretic properties of signals that are transmitted through OFDM system are analyzed by 
similarity measures to determine which of properties stands better against noise. For image, statistical 
similarity such as Structural Similarity Index Method (SSIM) and 2D correlation were used; also used are the 
information-theoretic measures such as entropy and joint histogram. On other hand, Pearson Correlation 
Coefficient (PCC), Tanimoto coefficient and Mel-frequency cepstral coefficients (MFCC) were used for 
speech signals. Mean Squared Error (MSE) was also used as a similarity measure for both single- and 
dimensional signals. The coefficients of discrete wavelet transform (DWT) and the coefficients of the discrete 
cosine transform (DCT) are also tested over noisy FFT-OFDM for both image and speech signals. Results 
found that the MFCC-correlation measure is more stable under noise than other measures. Furthermore, DWT 
is more robust than DCT for both speech signal and image, where it gives higher similarity with original 
image under very low SNR. 

Keywords: Five Keywords are Required Separated By Commas (Capitalize Each Work Italic) 
 

1. INTRODUCTION  

 
Modern communications are growing and the 

systems demand increase in data rates. The 
transmission of digital data such as image or speech 
became important due to the increase of applications. 
Face recognition has been the interest of many 
studies due to its wide applications such as in many 
commercial law enforcement applications, and the 
airport’s systems [1], [2]. It also enters into many 
other applications such as access control, security 
and video surveillance, credit card user 
identification, forensic analysis, entertainment, and 
automatic video indexing [3]. Face recognition is 
also useful in human-computer interaction, virtual 
reality, database retrieval, multimedia, computer 
entertainment, etc. [4]. As for speech recognition, it 
is used in many applications such as voice dialing, 
banking by telephone, telephone shopping, database 
access services, information service, voice mail, 
security control for the confidential information 
areas, and remote access to computers [5], [6]. Some 
of the previous applications need to high data rate 
transmission and the orthogonal frequency division 

multiplexing (OFDM) appears to meet the need. 
OFDM is a flexible and efficient modulation 
technique that is widely used in wireless and wired 
communication systems today. In OFDM, the 
baseband signal cannot be transmitted without 
modulation [7]. Quadrature Amplitude Modulation 
is most commonly used, and in our case, 16-QAM 
modulation is used in the simulation. Inverse Fast 
Fourier Transform (IFFT) and Fast Fourier 
Transform (FFT) algorithms are used to multiplex 
the signal together and decode the signal at the 
transmitter and receiver respectively [8]. To prevent 
inter-symbol interference (ISI) caused by the 
propagation channel, OFDM systems insert a guard 
interval. However, noise can damage signals features 
[9]. In this paper, we study the robustness of signal 
properties over noisy FFT-OFDM system. 

Section 2 presents a literature review. In section 3, 
a background is introduced for OFDM system, 
similarity measures, DWT and DCT of both speech 
and image, while the proposed work is presented in 
section 4. Experimental results are presented in 
section 5, with conclusions in section 6. 
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2. LITERATURE REVIEW 

In [5] the authors presented an analysis of the error 
associated with speech with QAM modulation and 
sent through an IFFT/FFT OFDM transmission 
system where it used mean squared error MSE to 
determine the amount of error caused by 
transmission system for speech. Authors in [10] 
changed the Signal to Noise Ratio (SNR) of the 
channel distorted speech to compare the sensitivity 
of the system with clean speech with no noise or 
distortion present where the [4] and [5] are used Mel-
cepstrum algorithm for feature extraction of speech 
signal. The authors in [11] used a two dimensional 
(2D) gray-scale image to evaluate the functionality 
and overall performance of an OFDM system under 
the influence of modeled AWGN channel in 
MATLAB simulation environment. Reference [12] 
proposed An image error test measure based on the 
normalized mean squared error (MSE), called 
(NMSE) and The performance of the proposed error 
measure has been tested over FFT-OFDM system 
under the effect of Gaussian noise, impulse noise, 
and Rayleigh noise. In [13], authors presented a 
novel image similarity measure, HSSIM, by using 
information - theoretic technique based on joint-
histogram and the method was tested under Gaussian 
noise. Reference [2] proposed two new measures for 
image similarity and image recognition 
simultaneously ant it based on a combination of 
information theory and joint histogram. In [14] the 
power consumption was considered through a noisy 
channel when an image was transmitted in the 
OFDM system and tested the effect of IFFT on the 
PAPR  under white Gaussian noise (AWGN). 

3. BACKGROUND 

3.1 OFDM 

The OFDM system was first proposed by 
Chang in1966 [15]. To be transmitted the data over 
the orthogonal carriers will be originating as a 
stream. This serial data after parallel transformation 
applied to the modulator, the step preceding the data 
arrive at the stage of IFFT, it is the mapping of data 
by QAM baseband modulator. To multiplex the data 
signals and transmit them simultaneously over a 
number of subcarriers, OFDM systems used IFFT 
and FFT algorithms at the transmitter and receiver 
respectively. The mathematical form of IFFT in the 
discrete time as follows [16]: 
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where, xk is the signal represented in the discrete 
time domain while Xm is complex numbers 

representing in the discrete frequency domain. The 
Cyclic prefix (CP) is inserted to reduce the chance of 
inter-symbol interference (ISI). It also diminishes 
the chances of inter-carrier interference [17]. In the 
channel, the incoming signal will be mixed with a 
noise of type AWGN and  at the receiver, the cyclic 
prefix removed and next, the performance of FFT 
stage in the discrete frequency domain as follows 
[14]: 
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where Y(m) is the output of FFT, W(n) is the 
AWGN; y(n) is the received signal after passing 
through the AWGN channel. Figure 1 shows the 
basic OFDM communication system. 
Similarity measures that will be implemented in this 
paper are divided into two types 2D and 1D 
similarity measures.  
 

3.2 Similarity Measures for 2D Signals 

Similarity measures that deal with 2D 
signals can be explained as follows: 
 
3.2.1 Image Structural Similarity Index (SSIM): 
In [18] Wang et al. introduced a new measure for 
image quality index entitled Structural Similarity 
index method (SSIM). This measure has been widely 
used in image processing and communication. They 
found that the SSIM has many advantages when 
measuring signal distortions. 
SSIM between two images A and B is defined as 
follows: 
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where  A  and B  represent the local means of 

images A and B, respectively, A  and B
represent the standard deviations, AB is the cross-

covariance of the two images, 2
A and 2

B  represent 

the variances, respectively, while the constants C1 

and C2 are defined as  2
1 1C K L  and 

2
2 2( )C K L with K1=0.01,K2=0.03 and L=255. 

 
3.2.2 2D Correlation 
We can compute the correlation coefficient between 
two images by using by the fallowing equation [2]: 
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Figure 1: The Basic OFDM System
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      (4) 
Where A   is the mean A of and B  is the mean of 
B. 
 
3.2.3 Entropy 
Entropy is a measure of unpredictability or 
information content. Shannon’s entropy is used as a 
measure of uncertainty, and it can also be computed 
for an image, by focusing  on the distribution of the 
grey values of the image [19]. The use of 
information-theoretic analysis in image processing is 
possible when, we assume that image is 2D random 
variable [2]. Shannon entropy measure 𝐻(𝑋) of a 
discrete random variable 𝑋 can be defined as [13]: 
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3.2.4 Joint Histogram 
The joint-histogram between two images can be 
defined as the joint occurrence of intensity levels 
(pixel values) in the two images [3]. The joint 
histogram between two images is a square matrix of 
size M × N, where M is the number of gray levels in 
the first image and N is the number of gray levels in 
the second image [20]. 
 

3.3 Similarity Measures for 1D Signals 

Now the methods that used to measure 
similarities when sending and receiving sound 
signals are different from the previous ones because 

they work on signals with a single dimension as 
shown below: 
 
3.3.1 Tanimoto Coefficient 
Tanimoto coefficient is one of the most widely used 
similarity measure algorithms for speech recognition 
[21], [22]. Tanimoto coefficient measure of 
similarity for the two sets of data. It uses the ratio of 
the intersecting set to the union set as the measure of 
similarity. Represented as a mathematical equation: 
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Where, N represents the number of attributes in each 
object (a, b) and c is the intersection set. The 
Tanimoto coefficient gives values in the range of 
zero (no bits in common) to unity (all bits the same); 
it is also known as the Jaccard coefficient [23]. 
 
3.3.2 Pearson Correlation Coefficient (PCC) 
PCC has been widely used in many applications such 
as time-delay estimation, pattern recognition and 
data analysis [24]. This metric shows how correlated 
are two variables and it ranges from -1 to +1; where, 
1 indicates that the data objects perfectly correlated 
but a score of -1 means that the data objects not 
correlated. PCC measures the strength and direction 
of a linear relationship between two variables X and 
Y and can be defined as [25]: 
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Figure 2: MFCC Processing Steps 

 
Where X and Y denote the means of the two 
variables. 

3.4 Mel-Frequency Cepstral Coefficients    
(MFCC) 

The speaker-dependent features of human speech 
can be extracted and represented using the mel-
frequency cepstral coefficients [5], [26]. Mel-
frequency cepstral coefficients (MFCC) method is 
very common and one of the best method for feature 
extraction when talking about the 1D signals and 
Figure 2 represents the MFCC algorithm steps [27]: 
First, the speech signal is blocked into frames of N 
samples. Next, the Hamming window is used to 
minimize the signal discontinuities at the beginning 
and end of each frame. Then, the magnitude of the 
Fourier Transform is passed into twenty triangular 
filters. The start and end points of these filters were 
calculated firstly by evenly spacing the triangular 
filters on the Mel-Scale and then to convert these 
values back to the linear scale by using equation (7): 
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Finally, by equation (8) the Cepstral Coefficients 
were calculated from the log-energy outputs of these 
filters [5]: 
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Figure 3 shows the resulting filters in simulation. 
 

3.5 Mean Squared Error (MSE) 

Because of its simple formulation and clear 
interpretation, this technique has become one of the 
most widely used metrics in the field [28]. MSE 
measures the average of the squares of the errors that 
is, the average squared difference between the 
estimated values and what estimate. The 
mathematical form is as follows [29]: 
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Notice that the MSE is used for both 1D and 2D 
signals as similarity measure. 

 
Figure 3: Triangular Mel-Scale Filter Bank. 

3.6 Discrete Cosine Transform  

The discrete cosine transform (DCT) is used to 
process one- or two-dimensional data. It is used for 
good data compaction, that is, it concentrates the 
information content in relatively few transform 
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coefficients [30]. The DCT uses cosine function 
wave among many waves as basis function and deal 
with real-valued signals and spectral coefficients.  In 
the 1D case of DCT for a signal x(i) of length M is 
defined as [31]: 
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The principle of the 2D case of DCT is to transform 
the pixels of an image x(i,j) to their DCT coefficients 
with the same number of the original image pixels 
and can be defined as [32]: 
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Where the coefficients C(u) and C(v) in Eq. 13 are 
the same as in 1D case (Eq. 12). 
 

3.7 Discrete Wavelet Transform 

The wavelet transform (WT) provides a time-
frequency representation of the signal [33]. DWT 
has a large number of applications such as in 
engineering, mathematics and computer science. It is 
a very popular and commonly used Transform for 
image processing. One dimensional DWT can be 
calculated by using the following formulas [34]: 
 

     
00 , 

1
,   j k

x

W j k f x x
M

     (14) 

 

     Ψ , 
1

,   j k
x

W j k f x x
M

   (15) 

 
For   and x=0, 1, 2, …, M-1. 
For discrete wavelet transform for image f(x, y) with 
size M×N, can be calculated by the following 
formulas [34]: 
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where i= {H, V, D}; H, V, and D refer to the 
decomposition direction of the wavelet (Horizontal, 
Vertical and Diagonal). Wavelets are often used to 
denoise 2-dimensional signals such as images. 
 

4. PROPOSED WORK  

At the transmitter, the data signals (1D for speech or 
2D for image) are prepared to be transmitted using 
an OFDM technique. After modulation by 16QAM, 
data are converted from serial to parallel then 
converted from the frequency domain to the time 
domain by using IFFT. A cyclic prefix (CP) is 
inserted into each symbol to prevent the inter-
symbol interference (ISI), and then converted from 
parallel to serial. The OFDM signal is ready for 
transmission. At the receiver, all stages of 
transmitter will be reversed, which include analog to 
digital converter, converting from serial to parallel, 
cyclic prefix removal, converting the data from the 
time domain to the frequency domain by using FFT, 
applying demodulation of 16QAM, and converting 
from parallel to serial. After these stages, the 
similarity measures are applied to know which 
properties of signals have been affected in the 
transmission process through noisy OFDM system. 
For image, the similarity measures that are based on 
statistical properties, such as structural similarity 
index method (SSIM) given by equation 3, and 2D 
correlation coefficient given by equation 4, are 
applied; as well as the information-theoretic 
properties as interpreted by entropy given by 
equation 5, and joint histogram. For 1-D speech 
signals, the similarity measures used are Tanimoto 
coefficient given by equation 6, Pearson Correlation 
Coefficient (PCC) given by equation 7, and 
correlation of the mel-frequency cepstral 
coefficients (MFCC’s) given as follows: 



Journal of Theoretical and Applied Information Technology 
30th November 2019. Vol.97. No 22 

 © 2005 – ongoing  JATIT & LLS   

 

ISSN: 1992-8645                                                                  www.jatit.org                                                      E-ISSN: 1817-3195 

 
3278 

 

 
  

   

,

,

22
,

,

                   

i r i

i r i r

i r i r

mfcc cor  

   

   

 

  

   

   (18)

      
where i  is given by equation 9, while ,r i  is the 

received version of i after being received over 

noisy FFT-OFDM. Mean squared error (MSE) is 
also applied as a similarity measure for both image 
and speech signals. In addition, we tested over noisy 
OFDM the coefficients of DWT by applying 
Daubechies wavelet family and the coefficients of 
DCT for both single- and two-dimensions data 
signals. 

5.  EXPERIMENTAL RESULTS 

Using MATLAB, we implemented FFT-OFDM 
with 16 QAM modulation, where signal to noise 
ratio (SNR) ranges from -50 dB to 50 dB; assuming 
wired communication system, the signal passed on 
only via one path. After signals are received, the 
following similarity measures are applied to 2D-
signals: SSIM, 2D correlation, and mean squared 
error (MSE). Figures 4-6 show the similarity 
between the transmitted and the received images 
over FFT-OFDM under white Gaussian noise by 
using the previous similarity measures with 10 
realizations. Three types of images are used: a 
human face, a specific scene of peppers, and a 
landscape. 
When information-theoretic similarity measures are 
compared with statistical similarity measures, we 
found that the entropy and the joint histogram 
outperform the statistical-based similarity SSIM 
especially at low values of SNR. However, both 
MSE and the 2D correlation perform better. Figures 
7-9 show the results of implementing previous 
methods on different kinds of images. 
For speech signals, the transmitted OFDM signal 
passes through the communication channel to the 
receiver under Gaussian noise, then the received 
speech is tested using 1D similarity measures which 
were Tanimoto coefficient, Pearson correlation 
coefficient and MSE with 10 realizations as shown 
in Figure 10. 
Mel-Frequency Cepstral Coefficients (MFCC) are 
usually used to extract features for speech 
recognition. Similarity with MFCC-Corr is more 
robust versus all other 1-D measures like Pearson 
Correlation Coefficient (PCC), Tanimoto coefficient 
and MSE. As shown in Figure 11, it can be noticed 
that the MFCC is more robust against the noise even 

at low values of signal SNR; this is because MFCC-
Corr measure equation 18 applies different filters to 
extract signal properties, and these filters can combat 
noise. 

 
(a) 

 
(b) 

Figure 4: (a) original and received image A (b) 
Similarity between transmitted and received image. 

 
(a) 

 
(b) 

Figure 5: (a) original and received image A (b) 
Similarity between transmitted and received image. 
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Figure 6: (a) Original and received image A (b) 

Similarity between transmitted and received image. 

 
Figure 7: SSIM, 2D correlation and MSE vs. normalized 
histogram error, entropy and normalized entropy error 

between the original and received copy of image in 
Figure 4, with 10 realizations. 

It is worth noting that different coefficients in the 
MFCC method are extracted by different Mel-filters 
and correspond to different frequency bands, hence 
they behave differently over noisy OFDM as shown 
in Figure 12.The coefficients of discrete wavelet 
transform (DWT) and discrete cosine transform 
(DCT) are fundamental in feature extraction for 
image and speech recognition.  

 
Figure 8: SSIM, 2D correlation and MSE vs. normalized 
histogram error, entropy and normalized entropy error 

between the original and received copy of image of 
Figure 5, with 10 realizations. 

 
Figure 9: SSIM, 2D correlation and MSE vs. normalized 
histogram error, entropy and normalized entropy error 

between the original and received copy of image of 
Figure 6, with 10 realizations. 

 
Figure 10: MSE, PCC and Tanimoto coefficient for 

speech signal over OFDM with 10 realizations. 

We tested these coefficients over noisy FFT-OFDM. 
Simulation shows that 1D-DWT coefficients clearly 
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more robust than DCT coefficients for most of the 
SNR range as shown in Figure 13. The same 
performance is exhibited by 2D DWT for image 
signals as shown in Figure 14. 

 
Figure 11: MFCC-Correlation, MSE, PCC and Tanimoto 

coefficient over OFDM for speech signal. 

 
Figure 12: Different coefficients of MFCC over OFDM 

versus SNR. 

 
Figure 13: DWT vs. DCT coefficients over OFDM for a 

speech signal. 

 
Figure 14: DWT vs. DCT coefficients over OFDM for an 

image. 

Related Works & Future directions:  
To the best of our knowledge, there has been no 
detailed work in the literature that handled this 
comprehensive research on the effects of OFDM on 
1D and 2D signal similarity, apart from the work 
using SSI for face recognition over OFDM [35]. 
As future work, the system would be tested under 
attenuation types, e.g. Rayleigh fading [36]. The 
system can also be tested under the conditions of 
other channels models such as Nakagami or 
geometrical models as in [36]–[39], in addition to 
testing under the method of power saving [40] and 
testing under the integration of chaos with OFDM 
and space-time coding [41]. Testing the properties 
for compressed data would also be handled [42]. 
Similar to the work in [35], this work could be 
extended to apply these results to speech recognition 
over FFT-OFDM. 

6. CONCLUSIONS 

In this paper, we tested the properties of 1D and 2D 
signals after being transmitted over noisy FFT-
OFDM system with 16 QAM. Similarity measures 
are used to test robustness against AWGN in OFDM. 
A comparison has been made between statistical 
signal properties (as displayed by statistical-based 
similarity measures) and information-theoretic 
signal properties (as revealed by information-
theoretic similarity measures). For image, the 
statistical similarity measures such as SSIM, 2D 
correlation and MSE similarity are used; versus the 
informational-theoretic measures based on entropy 
and joint histogram. We found that the entropy and 
the joint histogram outperform the statistical 
similarity measures. However, MSE and the 2D 
correlation perform the best. For speech signals, 
different similarity measures are used based on 
Pearson correlation coefficient (PCC), Tanimoto 
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coefficient, MSE similarity and Mel-Frequency 
Cepstral Coefficients (MFCC). We found that 
MFCC-correlation measure is more stable under 
noise than other methods; the reason is that MFCC 
uses different filters to extract signal properties. Also 
tested is the performance of DWT and DCT 
coefficients under noisy FFT-OFDM, where it is 
found that DWT is more robust than DCT for both 
speech signal and image. 
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