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ABSTRACT

Vision-based pedestrian detection has achieved a large success with the fast development of deep convolutional neural network (CNN). However, due to difficult environments such as large-scale variation, heavy occlusion and small scale of pedestrian, recent deep CNN-based approaches for pedestrian detection still do not achieve very good accuracy over public benchmark dataset. In this paper, an efficient framework based on deep CNN for pedestrian detection is proposed, especially for small-scale pedestrians. The proposed method first uses the reduced ResNet-34 architecture for generating convolution feature maps. Then, deconvolutional modules is used after the base convolution layers to bring additional context information which is more effective to detect small-scale pedestrians. In the region of interest pooling process, different feature maps at different scales are used to produce high quality region proposals. Furthermore, a modified loss function based on cross entropy loss is used to increase the loss contribution from hard-to-detect small-sized pedestrians. Experiment results demonstrate the effectiveness of the proposed approach with good detection performance over the Caltech pedestrian dataset.
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1. INTRODUCTION

Pedestrian detection plays an essential role in many intelligent transportation systems, such as advanced driving assistance systems, autonomous driving and intelligent traffic management systems. Although many existing approaches for pedestrian detection have achieved high detection accuracy over public benchmark dataset, the detection of the presence of small-scale pedestrians who are relatively far from the camera is still very challenging for researchers. Vision-based pedestrian detection methods can be divided into two groups: traditional methods and deep CNN-based methods. Traditional methods are usually based on hand-craft features to detect pedestrian, including MultiSDP [9], Haar cascade classifier [12], Haar-like features [13], HOG [14], ACF [15] and so on. Traditional methods have limited ability of feature representation, which is difficult to handle complex scenarios. In recent years, deep convolutional neural networks (CNNs) have achieved incredible success on object detection tasks as well as pedestrian detection [16], [20]. Thus, many deep learning-based methods have also applied to pedestrian detection, including SDS-RCNN [7], SAF R-CNN [8], MultiSDP [9], RPN+BF [10], TA-CNN [11] and so on. Deep CNN-based methods achieved good accuracy on large-sized pedestrian detection, but they did not perform well on small-sized pedestrian detection because of obscure appearances, blurred boundaries and distortion. Furthermore, the features extracted by the existing methods contain less useful information for the small objects. Many recent methods have improved the feature extraction of small objects by using additional context information and increasing the spatial resolution of feature maps. DSSD [17] used deconvolution layers in combination with existing multiple layers to reflect the large-scale context. MS-CNN [18] applied deconvolution on shallow layers to increase the feature map resolution before using the layers to extract region proposals and pool features. Recently, Long et al. [19] introduced the fully convolution network (FCN), which demonstrated impressive performance in semantic segmentation and object detection. However, these kinds of frameworks are less explored in pedestrian detection area.

In view of the above research challenges, this paper proposes an improved framework based on
Faster R-CNN [6] for pedestrian detection. First, ResNet-34 architecture [21] is adopted for generating convolution feature maps. Then, deconvolutional modules are added after the base convolution layers, so the semantics from higher layers can be conveyed into lower layers to increase the representation capacity. Furthermore, different convolution layers of the base network are forwarded to RoI pooling layer to match proposals obtained from proposal generation. Finally, a modified loss function is adopted to increase the loss contribution from hard-to-detect examples.

This paper is organized as follows: an overview of previous methods is presented in Section 2. Section 3 describes the detail of the proposed method. Section 4 demonstrates experimental results. Finally, the conclusion is made in Section 5.

2. RELATED WORK

Vision-based pedestrian detection methods can be divided into two groups: traditional methods and deep CNN-based methods. Traditional methods mainly devoted to extract hand-craft features. In [14], the Histogram of Gradients is adopted to describe the image local variance and linear Support Vector Machine is then used to detect pedestrians. Felzenszwalb et al. [24] designed the Deformable Part Model based on Histogram of Oriented Gradient features. In [25], the Integral Channel Features coupled with a standard boosting algorithm. Wang et al. [26] proposed to combine Histograms of Oriented Gradients and Local Binary Pattern as the feature set to handle partial occlusion in pedestrian detection. In [27], the authors conducted a detailed investigation of the different factors affecting the integral channel features detectors. In [12], a Haar cascade classifier and validated candidates through a novel part-based HOG filter are used to generate possible pedestrian candidates. Benenson et al. [28] proposed a decision forest detector named Katamari by combining multiple published strategies. In [9], Zeng et al. proposed to jointly train multi-stage classifiers through several stages of back propagation. Liu et al. [29] used a linear kernel function to combine heterogeneous features, which enhanced the description power of the heterogeneous features. To incorporate with rich information from image data, the authors in [30] extracted Haar-like features by convolution between shape templates and features of colors and gradients. In [31], Baekthe et al. proposed cascade implementation of an additive kernel support vector machine (AKSVM) and the AKSVM was sub-optimized by a genetic algorithm. Zhang et al. [32] extracted patches which were potential to include objects-of-interest and composed the extracted patches into an optimal number of sub-frames. Traditional methods have limited ability of feature representation, which is difficult to handle complex scenarios.

With fast development of deep learning [36], many methods based on deep learning for pedestrian detection have been proposed and achieved better results compared to traditional methods. Pierre et al. [33] proposed an unsupervised method based on convolutional sparse coding to pretrain the filters at each stage. In [34], the authors used a derivation of the Faster R-CNN, which adopted multiple parallel classifiers with soft-rejection-based network fusion. In [34], the authors used a derivation of the Faster R-CNN, which adopted multiple parallel classifiers with soft-rejection-based network fusion. In [8], the authors introduced the Scale-Aware Fast RCNN by incorporating a large-size subnetwork and a small-size sub-network into a unified architecture. The method selected weights of large-size sub-network or small-size sub-network according to the height of proposal, but it is not accurate if a big proposal contains small objects. In [10], Zhang et al. proposed the region proposal network followed by boosted forests on shared and high-resolution convolutional feature maps. In [11], task-assistant CNN is proposed to jointly optimize detection with semantic tasks. Many approaches used multiple-scale feature maps and cascaded deep learning have also been proposed. Li et al. [35] proposed to generate multiple potential regions around an upper body for fast R-CNN. This method only used convolution features for multiple potential regions and did not make full use of low latitude convolution features. In [37], the authors investigated the scale-dependent pooling and layer-wise cascaded rejection classifiers. The scale-dependent pooling improved detection accuracy for object detection with scale-specific branches attached convolutional layers and the layer-wise cascaded rejection classifiers speeded up the detection.

3. PROPOSED APPROACH

Figure 1 shows the overall framework of the proposed approach. As shown in this Figure, the proposed method uses ResNet-34 as the base network for generating convolution feature maps at first step. Deconvolutional modules are then used after the base convolution layers to provide richer context for pedestrian detection at individual feature output scale. Next, the region proposal network uses different feature maps for generating proposals, and the region of interest (RoI) polling layer adjusts the
proposals to the specified size without sacrificing important contextual information. Finally, the classifier with two fully connected layers is used to classify proposals into pedestrian and background class and regress the bounding box of each detected pedestrian. Details of the proposed approach are explained in next sections.

3.1 The Base Network
In this paper, ResNet [21] is used as the base network instead of the VGG-16 [1] in the original Faster R-CNN framework. ResNet is an efficient network which adopted residual learning to every few stacked layers, so the training of networks can be eased and substantially deeper than other networks. ResNet-50 and ResNet-101 have high precision, but they are slower than VGG-16 [23]. Thus, they are not suitable for real time processing. Table 1 shows the comparison of computational cost of ResNet-34 and VGG-16. As shown, ResNet-34 significantly reduces the amount of computation compare with VGG-16. Thus, ResNet-34 is not only more accurate than VGG-16 but also faster than VGG-16. To improve the accuracy, the layer after res4f of the ResNet-34 is removed to retain the original FC6 layer and the FC7 layer. Then, extra layers after the ResNet-34 are added as in [22]. Figure 2 shows the architecture of the base network. The first number in the labels such as 4 and 6 represents the associated hidden layer in ResNet-34 architecture, and the second number represents the ID of the convolution layer in a hidden layer. For large-scale pedestrians, this paper fuses the Conv9-2 layer of the ResNet-34 network to generate many proposals which could better describe the characteristics of the large-scale pedestrians. In the fusion process, the deconvolution layer is used after Conv9-2 layer and the first deconvolutional module to enlarge the feature map size in order to match the size of the lower-level feature maps.

3.2 Region Proposal Network
The region proposal network (RPN) in Faster R-CNN is a fully convolutional detector which predicts many bounding boxes for the further object

---

**Table 1: The Comparison of Computational Cost of ResNet-34 and VGG-16.**

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Computational Cost</th>
<th>Top-1 accuracy on ImageNet</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG-16</td>
<td>15.3 billion FLOPs</td>
<td>0.715</td>
</tr>
<tr>
<td>ResNet-34</td>
<td>3.6 billion FLOPs</td>
<td>0.733</td>
</tr>
</tbody>
</table>
detection. The RPN includes two fully convolution layer: classification layer and box regression layer. The objectness classification layer distinguishes the objects and background. The box regression layer regresses the coordinates of the proposal location. However, the RPN in original Faster R-CNN framework is built on the Conv5-3 layer of the VGG network, which cannot provide enough detailed features because of many pooling layers in VGG network. Current deep CNN-based object detectors exploit multi-scale features to produce predictions of different scales, which showed improved object detection performance over Faster-CNN and SSD. However, shallow feature maps from the low layers of feature pyramid inherently lack fine semantic information for object recognition. Thus, this paper adds two deconvolutional modules after the base convolution layers. With this enhancement, the semantics from higher layers can be conveyed into lower layers to increase the representation capacity. Figure 3 illustrates the architecture of the deconvolutional module. As shown in this Figure, a 1x1 convolution layer and rectified linear activation are used. For the deconvolution branch, the encoder-decoder structure with 4x4 deconvolution is used followed by a 1x1 convolution. A batch normalization layer (BN) is added after each convolution layer. Higher-level feature maps are extracted after conv7-2, conv8-2 and conv9-2 layers. Then, the deconvolution layer is added to enlarge the feature map size in order to match the size of the lower-level feature maps. Finally, element-wise product is performed as a combination method, which is followed by rectified linear activation to generate the new output feature layer.

The region proposal network (RPN) receives output feature maps from the deconvolutional modules and Conv9-2 layer to produce high quality region proposals. The RPN first takes feature maps to generate a set of anchor boxes. An anchor is centered at the sliding window and is associated with a scale and aspect ratio. Because pedestrian is...
usually in rectangular shape, this paper uses one scale and one aspect ratio for each anchor, yielding 1 anchor at each sliding position in a feature map as shown in Figure 4. More specific, the aspect ratio is set at 0.5 in this paper. Next, the RPN takes all the anchor boxes and outputs two different outputs for each of the anchor. The first one is objectness score, which means the probability that an anchor is an object. The second output is the bounding box regression for adjusting the anchors to better fit the object. The anchors with estimated classification scores and the bounding box for each feature map location then are processed to form good quality proposals. Since anchors usually overlap, proposals end up also overlapping over the same object, Non-Maximum Suppression (NMS) is used to solve the issue of duplicate proposals. The proposal whose region overlaps a ground truth region more than 70% is regarded as a positive proposal. Otherwise, it is regarded as a negative proposal. After applying NMS, this paper keeps the top 256 proposals sorted by score.

3.3 Detection Network

The RoI pooling layer [6] followed by proposal generation step maps proposals to fixed-size feature maps as shown in Figure 5. In the RoI pooling process, this paper fuses different convolution layers of ResNet-34 network to match proposals obtained from proposal generation, including Conv7-2 layer, Conv8-2 layer and Conv9-2 layer.

After applying ROI pooling process, a list of regions with different sizes are transformed into a list of corresponding feature maps with a fixed size. Fixed size feature maps are needed for the classifier at final stage in order to classify them into a fixed number of classes. The classifier has two different goals: Classify proposals into pedestrian and background class and adjust the bounding box for each of detected pedestrian. The proposed classifier has two fully connected (FC) layers, a box classification layer and a box regression layer as shown in Figure 5. The first FC layer has two outputs, which are fed into the softmax layer to compute the confidence probabilities of being pedestrian and background. The second FC layer with linear activation functions regresses the bounding boxes of detected pedestrian. All convolutional layers are followed by a batch normalization layer and a ReLU layer.

3.4 Loss Function

In Faster R-CNN, the classification loss is defined as the following equation:

\[
L_{cls}(p_i, p_i^*) = \begin{cases} 
-\log(p_i), & \text{if } p_i^* = 1 \\
-\log(1 - p_i), & \text{otherwise}
\end{cases}
\]

where \(i\) denotes the index of region proposals; \(p_i\) denotes the probability that the proposal \(i\) is an object. The ground-truth label \(p_i^*\) is set to 1 if the proposal is an object, and 0 if the proposal is not an object. For differentiating between easy instances and hard instances [2], this paper uses a loss function to up-weight hard instances. The loss function used in this paper is defined as the following equation:

\[
L_{cls}(p_i, p_i^*) = \begin{cases} 
-(2 - p_i) \times \log(p_i), & \text{if } p_i^* = 1 \\
-\log(1 - p_i), & \text{otherwise}
\end{cases}
\]

If an instance is easy to classify correctly, the predicted probability \(p_i\) is close to 1. In this case, the modulation factor is near to 1 and the loss function is not affected by the modulation factor. If an instance is hard to classify correctly, \(p_i\) is closer to 0. In this case, the modulation factor is close to 2 and the weight from hard-to-detect samples increases. Thus, the model can be better trained for hard-to-detect samples. Thus, the proposed loss function increases the loss contribution from hard-to-detect examples to better detect the hard-to-detect targets, such as small-sized pedestrians.

4. EXPERIMENTAL RESULTS

In this section, this paper analyses and compares the performance of the proposed approach with other state-of-the-art approaches. The proposed method is implemented on a machine with Intel Core i5 9400 processor, 8GB of RAM, NVIDIA GeForce GTX 1660Ti. TensorFlow is used for implementing deep CNN frameworks.

4.1 Dataset

The Caltech pedestrian dataset [3] is one of the most popular datasets for pedestrian detection. It contains 250k frames captured from 10 hours of urban traffic videos. The training data (set00-set05) consists of six training sets, each with 6–13 one-
minute long sequence files, along with all annotation information. The testing data (set06-set10) consists of five sets, again along with all annotation information. The training and testing dataset have different video sequences with respect to the difficulty of pedestrian height, visibility, and aspect ratio. In proposed experiments, the training images are extracted with one out of every frame. There are 128,419 images for training and 4024 images for testing. Figure 6 shows some examples of extracted images of testing data.

4.2 Evaluation Metrics

The average precision (AP) [4], [5] is used as evaluation metric in the fields of pedestrian detection and object detection. To calculate the AP, intersection-over-union (IoU) [6] is used as an important parameter. The value of IoU is defined as:

$$IoU(b_1,b_2) = \frac{area(b_1 \cap b_2)}{area(b_1 \cup b_2)}$$  (3)

where b1 and b2 are the two proposal bounding boxes. The IoU is set to 0.7 in this paper, which means only the overlap between the detected bounding box and the ground truth bounding box greater than or equal to 70% is considered as a correct detection.

4.3 Performance Results

In this section, this paper examines and compares the performance of the proposed approach with other state-of-the-art approaches on Caltech pedestrian dataset, including SDS-RCNN [7], SAF R-CNN [8], MultiSDP [9], RPN+BF [10] and TA-CNN [11]. SDS-RCNN [7] proposed a segmentation infusion network to enable joint supervision on semantic segmentation and pedestrian detection. SAF R-CNN [8] introduced the Scale-Aware Fast R-CNN by incorporating a large-size subnetwork and a small-size sub-network into a unified architecture. MultiSDP [9] proposed to jointly train multi-stage classifiers through several stages of back propagation. RPN+BF [10] proposed the region proposal network followed by boosted forests on shared and high-resolution convolutional feature maps. In TA-CNN [11], task-assistant CNN is proposed to jointly optimize detection with semantic tasks.

Figure 7 presents some examples of detection results of the proposed method. As shown in this Figure, the proposed method improves the detection performance from several aspects:

- The proposed method can detect correctly most pedestrians in images, including small-scale pedestrians who are relatively far from the camera (the first row and the second row of Figure 7).
- The proposed method can accurately detect pedestrians from a complex and diverse environment.
- The proposed method can eliminate false proposals and avoid producing multiple bounding boxes for one pedestrian.

Table 2 shows a comparison report between the proposed method and recent popular pedestrian detection methods in terms of detection accuracy. As shown from this table, the efficiency of the proposed approach surpasses the current state-of-the-art methods for pedestrian detection. More
Figure 6: Examples of Extracted Images of Testing Data in Caltech Pedestrian Dataset.

Figure 7: Detection Results of The Proposed Method on Caltech Pedestrian Dataset.
specific, the performance of the proposed method is improved comparing with SDS-RCNN, SAF R-CNN, MultiSDP, RPN+BF, TA-CNN by 0.7%, 1.8%, 22.5%, 3.8%, 11.1% respectively. For the computational efficiency, the proposed method takes 0.4 second for processing an image with a low-end hardware machine.

Table 2: Comparison Experiment on Caltech Pedestrian Dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>AP (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SDS-RCNN [7]</td>
<td>35.5</td>
</tr>
<tr>
<td>SAF R-CNN [8]</td>
<td>34.4</td>
</tr>
<tr>
<td>MultiSDP [9]</td>
<td>13.7</td>
</tr>
<tr>
<td>RPN+BF [10]</td>
<td>32.4</td>
</tr>
<tr>
<td><strong>Proposed Approach</strong></td>
<td><strong>36.2</strong></td>
</tr>
</tbody>
</table>

5. CONCLUSIONS

Vision-based pedestrian detection plays an essential role in many intelligent transportation systems. Due to difficult environments such as large-scale variation, heavy occlusion and small scale of pedestrian, existing deep CNN-based approaches for pedestrian detection still do not achieve very good accuracy over public benchmark dataset. Thus, this paper proposes an efficient framework based on Faster R-CNN for pedestrian detection, especially for small-scale pedestrians. First, ResNet-34 architecture is used for generating convolution feature maps. Then, deconvolutional modules are added after the base convolution layers, so the semantics from higher layers can be conveyed into lower layers to increase the representation capacity. Furthermore, different convolution layers of the base network are forwarded to RoI pooling layer to match proposals obtained from proposal generation. Finally, a modified loss function is adopted to increase the loss contribution from hard-to-detect examples. Experimental results on the Caltech pedestrian dataset show that the proposed approach achieved good detection performance compared to other state-of-the-art methods. In future, the author will extend the proposed method to detect other small objects in traffic scenes and explore a faster pedestrian detection algorithm.
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