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ABSTRACT: 

Classification accuracy can be improved through multiple classifier approach. It has been proven that 
multiple classifier combinations can successfully obtain better classification accuracy than using a single 
classifier. There are two main problems in designing a multiple classifier combination which are 
determining the classifier ensemble and combiner construction. This paper reviews approaches in 
constructing the classifier ensemble and combiner. For each approach, methods have been reviewed and 
their advantages and disadvantages have been highlighted. A random strategy and majority voting are the 
most commonly used to construct the ensemble and combiner, respectively. The results presented in this 
review are expected to be a roadmap in designing multiple classifier combinations. 
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1. INTRODUCTION  
 

The combination of several classification 
algorithms is considered as a new direction to solve 
classification problems [1]–[4]. Several approaches 
have been proposed in designing multiple classifier 
combinations. All of these approaches attempt to 
generate diversity in the classifier ensemble. There 
are four general approaches to design multiple 
classifier systems [5] as cited by Guo and Nuagu 
[6]. This can be achieved by using different (i) 
combination schemes, (ii) classifier models,  (iii) 
feature subsets, and (iv) training sets. These 
approaches for designing multiple classifier 
combinations are depicted in Figure 1. 

 

Figure 1:  Four Approaches for Designing a Multiple 
Classifier Combination (Kuncheva, 2001) 

According to Roli and Giancito [7], three (3) main 
steps in designing a multiple classifier combination 
i) constructing classifier ensemble, ii) constructing 

combiner,  and iii) evaluating performance. The two 
main problems in designing multiple classifier 
combinations are the classifier ensemble 
construction algorithm and combination algorithm. 
The two main problems in designing a multiple 
classifier combination are: (i) there is no standard 
guideline for constructing an accurate and diverse 
classifier ensemble, and (ii) how to combine the 
classifier outputs [8]–[10]. Thus, the aim of this 
paper is to review (i) the approaches in constructing  
classifier ensembles, and (ii) strategies to combine 
classifiers. 

2. METHOD 

This survey has been conducted systematically 
based based on the guidelines as proposed by 
Kitchenham et al. [11]. The stages in the systematic 
survey method are (i) formulating the research 
questions, (ii) implementing the searching process, 
(iii) determining the inclusion criteria, and (iv) 
determining the quality assessment.  
 
 
 
 
2.1 Research Questions 

Two research questions have been formulated to 
focus on the retrieval of the articles.  
RQ1: What are the currently and widely used 
classifier ensemble construction methods? 
RQ2: What are the currently and widely used 
combiner construction methods? 
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2.2 Search Process 

To determine the search sources, only relevant 
libraries with significant publications in the field of 

multiple classifier combinations are employed. The 
search process was a manual search of relevant 
articles from journals and conference proceedings. 
Selected journals and conferences proceedings are 
shown in Table 1.  

 
Table 1 Selected Journals and Conference Proceedings 

No Source  No Source 
1 Advances in Neural Information Processing Systems  31 Knowledge and Information Systems 
2 Artificial Intelligence  32 Pattern Recognition Letters 
3 Bulletin of Mathematical Biophysics  33 Soft Computing 
4 Computational Statistics and Data Analysis  34 Journal of Information and Communication Technology 
5 Current Bioinformatics  35 Advances in Modelling and Analysis B 
6 Decision Support Systems  36 International Journal of Engineering, Transactions A: Basics 
7 Expert System  37 Pattern Analysis and Applications, 
8 Expert Systems with Applications  38 Journal of Neuroscience Methods 
9 Information and Software Technology  39 Transaction on Electrics Packaging Manufacturing 
10 Information Fusion  40 Transaction on Evolutionary Computation 
11 Intelligent Data Analysis  41 Transaction on Image Processing 
12 Hybrid Intelligent System  42 Transaction on Neural Networks 
13 Journal Knowledge and Information Systems  43 Transaction on Pattern Analysis and Machine Intelligence 
14 Korean Statistical Society   44 Transaction on Systems, Man and Cybernetics 
15 Machine Learning  45 International Conference on Artificial Intelligence 
16 Neural Computation  46 Int. Conf.on Computer Inf.System & Industrial Management  
17 Neurocomputing  47 Int. Conf.on Computing and Informatics 
18 Pattern Analysis and Application  48 Int. Conf.on Fuzzy System and Knowledge Discovery 
19 Pattern Recognition  49 Int. Conf.on Machine Learning 
20 Pattern Recognition and Artificial Intelligence  50 Int. Conf.on Machine Learning and Cybernetics 
21 International Journal of Electrical and Computer Engineering  51 Int. Conf.on Multimedia and Expo  
22 Studies in Computational Intelligence  52 Int. Conf.on Multiple Classifier System 
23 Medical and Biological Engineering and Computing  53 Int. Conf.on Neural Network 
24 International Journal of Business Intelligence and Data Mining  54 Int. Conf.on Pattern Recognition 
25 Computers in Industry,  55 Int. Conf.on System Man Cybernetics 
26 Journal of Applied Statistics  56 International Joint Conference on Neural Networks 
27 Computational Intelligence  57 Asia Joint Conference on Information System 
28 Natural Hazard  58 International Conference on Information Reuse and Integration 
29 Pocedia Computer Science  58 International Conference on Web Information System and Tech 
30 International Engineering an International Journal  60 Int. Conf on Pattern Recognition Application and Methods 

 
2.3 Inclusion Criteria 
The goal of this stage is to select appropriate and 
relevant articles to answer the research questions.  
Inclusion: (i) Journals and conference proceedings 
related to multiple classifier combination methods; 
(ii) Journals and conference proceedings selected 
that matches with the search keywords; (iii) Books 
that are related to multiple classifier combinations. 
 
2.4 Quality Assessment 

 
Table 2 Summary of selected articles from digital libraries 

Sources Number of articles selected 
IEEE 
Google Scholar 
Science Direct 
Acm Digital Library 
Scopus  
Book 

33 
10 
16 
  3 
61 
  6 

Total Relevant Articles 129 

 
Based on the six existing sources, Scopus journals 
are preferred more than others. This is then 
followed by IEEE, Science Direct, Google Scholar, 

Book and ACM digital library. Retrieval of articles 
from sources produced 104 articles from the six 
sources. 

3. CLASSIFIER ENSEMBLE 
CONSTRUCTION 

Four approaches to construct an ensemble of neural 
networks (NN) has been summarized by Wanas and 
Kamel [12] are (i) using different initial values: a 
set of neural networks was constructed by different 
initial values such as initial weight, (ii) using 
different topology of neural networks: several  
architectures and topologies of neural networks 
were used to determine the number of nodes and 
hidden layers, (iii) using different learning 
algorithm: several learning algorithms, were used to 
train each neural network, and iv) using different 
data training: each member of an ensemble was 
trained by various data training. Three ways to 
construct a diverse classifier ensemble have been 
summarized by Canuto et al. [13] as follows: (i) 
different parameters of classifiers, such as weights 
and topology of neural network models, (ii) varying 
learning algorithms, such as decision tree, neural 



Journal of Theoretical and Applied Information Technology 
31st October 2019. Vol.97. No 20 

 © 2005 – ongoing  JATIT & LLS   

 

ISSN: 1992-8645                                                                  www.jatit.org                                                      E-ISSN: 1817-3195 

 
2388 

 

networks or naïve Bayes, and (iii) varying training 
sets, obtained from the original training set by 
resampling. Finally Roli [14] summarizes five  
approaches to construct a diverse classifier 
ensemble as follows: (i) different  classifiers 
construction,  (ii) randomness injection, (iii) output 
labels manipulation, (iv) training data manipulation, 
and (v) by input features manipulation.  

In the first approach, a classifier ensemble is 
constructed by using several different individual 
classifiers. The effect of ensemble members has 
been analysed by Canuto et al. [13], [15]. This 
approach may good for domains where distinct 
representations of patterns are possible or 
complementary information sources are available 
[14]. The base classifiers apply in their study are: k 
nearest neighbour (k-NN), Radial basis Function 
(RBF), multi-layer perceptron (MLP), Fuzzy MLP, 
J48 decision tree, support vector machine (SVM) 
and JRip. A small number of classifiers have a 
strong effect on diversity in the ensemble if less 
than ten classifiers are used [16]. The study showed 
that the input features and initial parameters of the 
classifiers are important to be considered. Multiple 
types of a classifier which are obtained by 
randomisation of parameters can be implemented to 
create multiple classifiers.  

In the second approach, a classifier ensemble can 
be constructed via injecting randomness. An 
identical neural network, randomly trained with 
different initial weight values, has been presented 
by Ranawana and Palade [17]. They combine 
similar methodologies by training diverse neural 
networks on the same dataset. In the third approach, 
the classifier ensemble is constructed by output 
label manipulaton. This approach is particularly 
useful when the number of output classes is large. 
A multiclass problem can be divided into a set of 
sub-problems. This allows the designer to divide 
the output classes into a smaller number of class 
subsets which are used for the training of the 
classifier. All classes in a subset are relabeled with 
the same label before training. Thus, the trained 
classifier would be able to differentiate among the 
small number of classes it was trained on. By 
repeating this process, the diverse classifier 
ensemble will be constracted. A technique known 
as an error correcting output code for constructing a 
classifier ensemble has been introduced by 
Dietterich and Bakiri [18]. The idea is to break the 
multiclass problem into several dichotomies.  Each 
classifier is assigned with a different dichotomy.  

In the fourth approach, classifier ensembles are 
constructed by using training data manipulation. In 

this approach, a classifier ensemble is constructed 
by training the base classifier using different 
datasets. Several methods for constructing diverse 
classifiers using different training sets have been 
presented. One of  the subsample methods to 
produce a set of diverse classifiers is called 
Boosting [15], [19]. In boosting, the wrongly 
predicted samples by the previous classifiers are 
chosen more often than the correctly predicted 
samples. Hence, the performance of new classifiers 
is better than previous classifiers. Boosting is more 
effective for learning problems where the prediction 
samples have different levels of difficulty. A new 
boosting method known as AdaBoost has been 
introduced by Freund and Schapire [20]. In 
AdaBoost a series of classifiers is constructed 
sequentially. A training sample which is incorrectly 
classified by the classifier will gain higher priority 
in the next training. Prediction of classifiers is 
combined through weighted voting.  

Bootstrap aggregating (Bagging) has been 
presented by Breiman [21], which also uses the 
training data manipulation approach to construct 
the classifier ensemble. Bagging produces multiple 
bootstrap sample training sets from the original 
training set by sampling with a replacement. A 
classifier is created and trained on the training set 
from the bootstrap at each iteration. With each new 
training set, one new classifier is obtained. Breiman 
found that a small change in the training set will 
produce different predictions. According to the 
experiment, this method is efficient when data are 
limited in the training process, because it uses 
random sampling with replacement. Bagging also 
works well for unstable classifiers, where the 
classifier gives various results when there is a small 
change in the training set. Bagging as a function 
only provides the training data to the ensemble 
classifier. Therefore, bagging performance is 
related to the selected classifier. In this method, 
sampling with replacements was used. Thus several 
of the original samples may be assigned more than 
once and several of the original samples may not be 
asigned to train the ensemble. In bagging, 
prediction of classifiers is combined through 
majority voting [22]. 

A method to construct ensemble classifiers called 
random forest has been developed by Breiman [23]. 
Random forest contains a lot of decision trees. This 
method is suitable to be applied when the number 
of features is much greater than the number of 
samples. In the random forest, if there are many 
input features, usually there is no need for pre-
processing, normalizing the data or feature 
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selection. The advantage of the random forest is it 
is suitable for many datasets, does not over-fit, and 
can handle very large numbers of feature inputs. 
Other advantages of random forest are the speed, 
parallelism, that it is robust to noise and is flexible. 
The disadvantage is that the random forest requires 
large amounts of data in order to fully exploit its 
potential. 

Diverse creation by oppositional relabeling of 
artificial training examples (DECORATE) as a 
meta-learner for constructing diverse classifier 
ensembles by using artificial training examples has 
been introduced by Melville and Mooney [24]. The 
experiment shows that this method is better than 
bagging and random forest. DECORATE also 
obtains higher accuracy than boosting on small 
training sets, and achieves comparable performance 
on larger training sets. 
 
A method to generate ensemble classifiers called 
ensemble-based artificially generated training 
samples (EBAGTS) has been developed by 
Jamalinia et al. [25].  It manipulates training 
examples in three ways to generate diverse 
classifier ensembles. This is done by drawing a sub-
sample from the training set, reducing error-prone 
training instances, and reducing local instances 
around error-prone regions. EBAGTS also obtains 
higher accuracy than bagging and boosting. 
 
In the fifth approach, the classifier ensemble is 
constructed by manipulating the input feature set. 
The idea of an input feature manipulation approach 
is to simply train each classifier with a different 
projection of the training set. The feature 
decomposition method manipulates the input 
feature in constructing the ensemble. In this 
method, vertical partitioning on the training sets is 
performed in order to build an ensemble. Feature 
space may be partitioned by: random selection, 
genetic algorithm (GA), input decimation, or other 
statistical approaches [26]. There are three  
strategies for feature decomposition. These are i) 
random-based strategy, ii) reduct-based strategy,  
and iii) performance-based strategy. In the random-
based strategy, the feature subset is created 
randomly. In the reduct-based strategy, the smallest 
feature subset that has the same predictive ability as 
the overall feature set is performed, thus the size of 
the ensemble is limited to the number of features. 
In the performance-based strategy, the feature 
subset is performed based on the classifier’s 
performance.  

Random-based Strategy 
The simplest technique in the feature subset based 
ensemble is to assign randomly featured subsets of 
the original training set as training sets to ensemble 
members. The random subspace method (RSM) 
[27], constructs diverse classifier ensembles by 
training them with different feature subsets which 
are randomly selected from the original feature set. 
There are two ways to manipulate input features: 
sampling with replacement and without 
replacement. In sampling with replacements, given 
features can be replicated to train the classifier, 
whereas in sampling without replacement, the given 
features cannot be used more than once to train the 
classifier. 

The number of features that are used in each 
classifier are as many as half of all the features 
available. This process is repeated to produce an 
ensemble with one hundred classifiers using all the 
available features. Majority voting was used to 
combine classifier outputs. According to the 
experiments, if the size of training set is relatively 
small compared to the dimension of the data, the 
RSM gives good results. According to Skurichina 
et al. [28], the RSM is suitable for high dimensional 
data. The evaluation has been performed by 
comparing this technique with bagging and 
boosting in constructing classifier ensembles. The 
RSM showed good accuracy compared to the other 
two techniques. 

A Multiple Feature Subset for nearest neighbor has 
been proposed by Bay [29]. With similar ideas, Bay 
suggested another learning ensemble when bagging 
and boosting are not able to increase the ability of 
the stable k-NN classifier. In this method, random 
subsets of the original features are projected to each 
k-NN. Each k-NN is trained randomly with the 
same feature number. Final prediction is obtained 
by aggregating predictions using majority voting.  

Attribute Bagging (AB), introduced by Bryll et al. 
[30], is a technique in which each classifier in the 
ensemble is trained on a randomly selected subset 
of attributes (or features) without replacement. AB 
establishes an appropriate feature subset size and 
then randomly selects subsets of features, creating 
projections of the training set on which the 
ensemble classifiers are constructed. Majority 
voting was used to combine classifier outputs. A 
relevance feedback algorithm [31] also used the 
random subspace method to overcome instability 
and overfitting problems. The goal is to construct a 
solid classifier ensemble with a set of classifiers, 
which are trained on different feature subset. 
Multiple classifiers without overfitting problems 
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are successfully developed in this study. Predictions 
of classifiers are combined with majority voting. In 
general, this method is proven to increase the 
accuracy of classifiers. 

The techniques described above are almost the 
same. All of them assign features randomly to each 
ensemble member. Differences exist only in the 
parameter determination of feature subset size and 
the size of the ensemble. Additionally, the 
experiment they conduct in order to implement the 
method uses different datasets and different 
classifiers.  
 
Performance-based Strategy  
While the aim of common feature selection 
algorithms is to select the best feature subset, the 
task of ensemble feature selection has the additional 
goal of searching a set of feature subsets that will 
promote diversity among members of the ensemble. 
The idea of this method was to apply an algorithm 
to find different feature subsets. Feature subsets 
search algorithms directly to support diversity and 
accuracy in constructing classifier ensembles. In 
principle, any feature selection algorithm can be 
used. 

The random feature selection strategy to establish 
the initial ensemble was used by Zenobi and 
Cunningham [32]. An iterative refinement was 
performed to induce diversity and enhance the 
accuracy of the classifier ensemble. In their 
approach, the selection of features is performed 
using hill climbing search based on accuracy and 
diversity. In this method, an attempt to insert or 
remove any features within the subset of features is 
performed. If the selected feature subset provides 
better performance, then the feature subset is not 
changed. This process is repeated until no more 
improvement is needed.  

Ensemble construction methods based on feature 
selection algorithms have been proposed by Günter 
and Bunke [33]. They tested and applied their 
methods to handwriting recognition problems [34]. 
In their proposed method, each classifier is 
assigned a set of features using certain feature 
selection algorithms. Günter and Bunke [35] used 
two algorithms which are backward search and 
sequential floating forward [36]. Each classifier 
uses one of the two algorithms to search a subset of 
features.  

Tumer and Oza [37] presented Input Decimation 
Ensembles technique where the input decimation 
method is applied to select feature subsets with the 
ability to discriminate among the classes and reduce 

correlation between classifiers. In their proposed 
approach, classifiers were trained on an equal 
number of feature partitions. Input decimation 
applies principle component analysis to the feature 
space to generate subsets in which each of them 
corresponds to a specific class. This method uses a 
certain number of classifiers based on the number 
of classes. The number of classifiers is constructed 
based on the class labels. Each feature subset is 
used to train the base classifier, such that the 
feature subset is highly correlated with the class. 
The final decision of the ensemble is the mean of 
the individual classifier outputs. They provided a 
summary of the benefits of correlation reduction. 
They conducted an experiment on datasets, from 
the University of California at Irvine (UCI) 
repositories, and two synthetic datasets. The results 
indicated that input decimated ensembles 
outperform ensembles whose base classifiers use all 
of the input features; simple random feature subset 
selection; and features created using principal 
components’ analysis.  

Comparison of the use of several diversity 
measures in the context of the search strategy for 
ensemble construction has been performed by 
Tsymbal et al. [38]. They constructed an ensemble 
based on several diversity measures. They 
considered four search strategies for feature 
selection which include: genetic search, hill-
climbing, ensemble forward and backward 
sequential selections. They showed that, in some 
cases, the ensemble feature selection process can be 
sensitive to the choice of the diversity measure, and 
on the data being used. In many cases, the 
combination of disagreement diversity measure, 
genetic search and dynamic voting provide the best 
performance. 

A multiple classifier combination construction 
method called rotation forest was proposed by 
Rodríguez et al. [39]. The application of rotation 
forest as a classifier ensemble to several application 
domains has significant enhancements [40], [41]. 
An improved rotation forest was proposed [42] to 
increase diversity among base classifiers. 
Experimental results indicate the algorithm has 
higher classification and better stability than 
rotation forest. Similar to input decimation, rotation 
forest utilizes principal component analysis to 
obtain diverse and accurate classifiers. This method 
consists of generating several random feature 
subsets, in the first step, and regenerating these 
feature subsets by applying principal component 
analysis on each of them separately. Instead of 
using feature subset selection techniques, some 
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researchers have suggested a reconstruction scheme 
for the feature space by the addition of new 
features. 

Kim and Cho [43] have adopted correlation 
analysis for feature selection in a study on 
classification of DNA microarrays for cancer 
management. Their study aims to establish an 
effective ensemble classifier based on correlation 
analysis. This was done because if the feature set 
provides the same information, a combination of 
classifiers cannot improve its performance because 
it will make the same error and there is no 
possibility of compensation. Therefore, a different 
set of features providing various amounts of 
information is necessary to improve classifier 
combination performance. The feature subset 
ensemble approach was performed by considering 
the limited amount of sample DNA microarray with 
a large number of features.  

Constructing an ensemble classifier using feature 
selection and diversity measures namely Attribute 
Selection and Diversity Measure (ASDM) has been 
proposed by Shi and Lv [44]. An individual 
classifier was trained on different feature subsets 
which produce diversity among ensemble members. 
The Naïve Bayes classifier was chosen as a base 
classifier in the experiment because it is stable and 
difficult to improve by boosting or bagging. The 
final decision was obtained by majority voting. The 
experiments were conducted using Reuters’ dataset. 
ASDM, subsequently, was evaluated using a 10-
fold cross validation method. The experimental 
results show that the classifier ensemble exceeded 
the original single best classifier. Constructing 
ensemble classifier using diversity measures has 
also been proposed by Abdullah et al. [45]. The 
idea is to partition the original feature set in such a 
way that the training process will produce a diverse 
ensemble. The results showed that the method can 
be used to create a better nearest mean classifier 
ensemble. 

The use of a genetic algorithm [46] for constructing 
an ensemble by feature selection was also presented 
in a previous study. Opitz and Shavlik [47] 
presented a technique known as Accurate and 
Diverse Ensemble-Maker giving United Prediction 
(ADDEMUP) that uses genetic algorithms to seek 
and find a set of feature subsets to create an 
accurate and diverse classifier ensemble. 
ADDEMUP works by first creating an initial 
population with a random sample strategy, and then 
genetic operator is used to create new ensemble 
members, the ensemble maintains as much 
accuracy and diversity as possible. Their studies 

focused only on the neural network [48]; however, 
this method can be applied to other classifiers. 
Based on the results of their evaluation, this method 
can improve the classification performance of a 
knowledge-based neural network which exceeds the 
capabilities of the bagging method. 

Inspired by ADDEMUP, Opitz [49] presented the 
Genetic Ensemble Feature Selection (GEFS) for 
ensemble construction. Although both of these 
techniques use the genetic algorithm, ADDEMUP 
is more complex. GEFS works by first constructing 
an initial classifier ensemble where each classifier 
is constructed randomly with replacement selecting 
a different feature subset. The next new candidate 
classifiers are produced using crossover and 
mutation on a subset of features. The authors 
claimed that the GEFS approach is straightforward, 
simple, accurate and quick. Based on their 
evaluation, this method has successfully enhanced 
the neural network classification performance 
which exceeds the capabilities of AdaBoost and 
Bagging.  

Ensemble construction based on GA has been 
proposed by Guerra-Salcedo and Whitley [50], [51] 
where table-based prediction models and euclidean 
decision table have been used sequentially. Oliveira 
et al. [52] also proposed GA as a technique to find a 
good feature subset in order to construct an 
ensemble. They used two-stage hierarchical search 
for ensemble construction. In the first stage, a set of 
significant classifiers are produced using Multi-
Objective Genetic Algorithm search [53]. The 
neural networks are used as base classifiers, 
although all types of classifiers can be used. The 
second stage searches different combinations of 
these good classifiers and, again, a Multi-Objective 
Genetic Algorithm is used to find the best 
ensemble.  

The utilization of an ant system (AS) algorithm for 
classifier ensemble construction (ASFSP) has been 
proposed by Abdullah and Ku-Mahamud [54], [55]. 
The idea is to optimize the partition of input feature 
set for ensemble training by using AS. The 
proposed method was evaluated on several 
benchmark datasets and the results showed that the 
method can be used to construct better 
homogeneous classifier ensembles. 
 
Reduct-based Strategy 

The smallest feature subset that has a similar 
predictive ability with the ability of the overall 
feature is called a reduct. In order to obtain a good 
reduct and to find a significant set of reducts, Wu et 
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al. [56] introduced the Worst Attribute Drop First 
algorithm. This algorithm was developed through 
the analysis of decision system properties using the 
rough set theory. Hu et al. [57] introduced a 
decision forest using the reduct-based strategy to 
improve the performance of classification. They 
proposed methods to build a diverse set of rough 
decision forests. This method produces significant 
reducts recursively. Thus, there are no common 
features in all reducts. This ensures a decision tree 
is trained by different reducts. The final decision is 

made based on the output of the decision tree [58] 
by the majority-voting rule. Bao and Ishii [59] 
presented a multiple reducts approach to improve 
the performance of k-NN for text classification. 
Later, the method was enhanced by Ishii et al. [60] 
which uses multiple reducts with confidence to 
classify documents with higher accuracy. To select 
multiple reducts, they developed a greedy 
algorithm, which is based on the selection of 
significant features. A summary of classifier 
ensemble construction is depicted in Table 3.  

Table 3: A summary of classifier ensemble construction 
Strategy Technique Characteristics

Random-based 

Random Subspace Method [28], Classifiers are trained on randomly elected feature subset. The output is 
usually combined by a simple majority vote. 

Multiple Feature Subset [29] Simple voting is used to combine the outputs of multiple NN classifiers, each 
having access only to random subsets of features. 

Attribute Bagging [30] Each classifier in the ensemble is trained on a randomly selected subset of 
attributes without replacement and integrates the outputs by majority voting. 

Relevance Feedback [31] Constructing a good classifier ensemble with a set of classifiers, which are 
trained randomly on a different feature subset. 

Performance-
based 

Random Feature Selection [61] Insert or remove any features within the subset of features is performed and 
repeated until no more improvement is needed. 

Feature Selection Algorithm [33] Each classifier is trained on  a set of selected features using existing feature 
selection algorithms. 

Input Decimation Ensembles 
[37] 

A certain number of classifiers are trained on an equal number of feature 
partitions using a certain number of classifiers based on the number of classes. 

Rotation Forest [39] Classifier ensemble is constructed by using independently trained decision 
trees. The feature set is randomly partitioned into k subsets and principal 
component analysis is applied to each subset. 

Attribute Selection and Diversity 
Measure [44] 

Constructing ensemble classifier by using feature selection and diversity 
measures. 

Accurate and Diverse Ensemble-
Maker giving United Prediction 
[47] 

The genetic algorithm is used to seek and find a set of feature subsets to create 
an accurate and diverse classifier ensemble. 

Genetic Ensemble Feature 
Selection [49], [53] 

The genetic algorithm is also used but is more straightforward, simple, 
accurate and quick compared with ADDEMUP. 

Ant-based feature set 
partitioning [54], [55], [62] 

The ant-based algorithm is used to seek and find a set of feature subsets to 
create an accurate and diverse classifier ensemble. 

Deterministic Subspace (DS) 
approach. [63] 

Classifier ensemble is constructed based on the idea of creating subspaces 
incrementally, in a certain way guided by both the quality of feature subspaces 
and the ensemble diversity. 

Reduct-based 

Worst attribute drop first  [56] An attempt to create a set of optimal reducts and integrate them by using 
Naive Bayes. 

Decision forest [57] Building a diverse set of rough decision forests based on reduction. 
Multiple Reducts [60] An attempt to select multiple reducts, by using a greedy algorithm, which is 

based on the selection of significant features. 
Discernibility matrix 
simplification with genetic 
algorithm [64] 

Genetic algorithm is used for feature reduction. 

 
A special case of feature subset-based ensemble is 
known as feature set partitioning. This method does 
not search for single useful subsets. The original set 
is decomposed into several subsets and then 
classifier ensemble is trained on a different feature 
subset. This methodology is suitable for the 
problem with a big number of features [61], [65], 
[66]. Figure 3 shows subset-based ensemble covers 
the feature set partitioning and also feature 
selection. 

 
Figure 3 Venn diagram of the search space of feature 

orientation (Rokach, 2008) 
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Liao and Moody [67] proposed feature set 
partitioning by pair-wise mutual information 
feature grouping whereby similar features are 
assigned to the same partition. Therefore, a 
hierarchical clustering algorithm is used. 
Furthermore, artificial neural networks are 
constructed for each group and run to achieve the 
final decision. A partition searches algorithm using 
incremental oblivious decision trees known as  
Decomposed Oblivious Gain (DOG) has been 
proposed by Rokach and Maimon [68]. The DOG 
algorithm starts the search from an empty partition, 
which can lead to a relatively small subset of 
features. Furthermore the DOG has no backtracking 
capabilities. 

Ahn et al. [69] proposed the randomly partitioned 
input features involve several subsets. Each 
classifier is assigned with different subsets, which 
is suitable for unbalanced data and high-
dimensional datasets. Combining the results from 
different features selection has been proposed by 
Rokach et al. [70]. They combined several feature 
selection methods which succesfully improve the 
classification accuracy significantly. Earlier, 
Rokach and Maimon [68] developed a general 
framework for disjointing feature set partitions. 
This framework nests many algorithms, two of 
which were empirically tested using more than one 
dataset. This framework shows that the 
performance of decision tree can be improved by 
using feature set decomposition. Rokach et al. [70] 
applied genetic algorithms for feature set 
partitioning. This algorithm has been tested with 
different datasets and the results show advantages 
compared to other methods and this algorithm 
accelerates the execution. 
 
4. COMBINER CONSTRUCTION 

The  combiner (or fuser)  aims  to create  a  
combination  rule  that  can  utilise the diversity of  
classifiers  and  optimize in combining the 
classifiers. Xu et al. [71] and Kuncheva [72] 
categorize the operating level of classifier 
combination based on the output which is produced 
by the classifier, into three levels namely the 
abstract level, rank level and measurement level. At 
the abstract level each classifier generates an output 
class label for any unknown object to be classified. 
The top candidate which is produced by each 
classifier is used. At the ranked-level, the output of 
each classifier is a subset of the class label set, the 
ranking list of candidates which is produced by 
each classifier is used. At the measurement-level 
combination method, both ranked-level and 

similarity measurement or confidence value of each 
candidate are used. The combination method that 
works at abstract-level can be applied to any 
classifier. In contrast, the ranked-level and the 
measurement-level can cause other difficulties 
when they are used in which each classifier 
individually gives the top candidate, or when 
combined, the classifier provides a value of 
similarity measurements.  

Woods et al. [73] divided the combination scheme 
into two (2) major types which are classifier fusion 
and classifier selection. This scheme has been 
further enhanced by Kuncheva et al. [74], where 
dynamic selection and static selection are 
differentiated. Furthermore this scheme has been 
improved into the selection-fusion [75], [76]. A 
summary of combiner construction is depicted in 
Table 4. 

Classifier-fusion Scheme 

The classifier fusion scheme assumes that the entire   
classifier has the same capability, and the 
prediction of the entire classifier has been 
considered. Sharkey [77] further extended the 
classifier fusion into fixed classifier fusion and 
trained classifier fusion. Static weight is used for 
the fixed classifier fusion scheme. Thus there is no 
training process to learn the weight of each 
classifier. The simplest way is to use operators such 
as sum-rule and product-rule. The final prediction 
is either the maximum or minimum value of the 
outputs. This scheme is simple to implement and 
has low computational cost. However, it is infective 
in combining the outputs [78].  

Lincoln and Skrzypek [79] have proposed a Simple 
Averaging approach as a fixed classifier fusion. In 
this combination rule, the final output of classifier 
combination is the average of each classifier output 
value. Some experiments have shown that the 
simple average is an effective approach [21], [22], 
[71]. However, the weakness of this technique is 
the equal treatment to each member of the 
classifiers and there is no emphasis on the 
performance of classifiers. 

Shilen [80] proposed one combination rule at the 
abstract level namely Dempster-Shafer (DS). This 
rule used a priori knowledge of information about 
the performance of each individual classifier. DS 
combines several different classifiers using a level 
of recognition and substitution rates as a priori 
knowledge [81]. Generally, if given an input 
pattern, all the classifiers that have the same output 
are collected into a group. Thus, after this 
combination, each group is equivalent to a new 
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classifier with the recognition rate and substitution 
rate that is new. The next step is to combine the 
recognition and substitution rates to calculate the 
confidence true output and confidence through the 
equivalent output of one classifier. However, this 
integration method requires heavy computation and 
gives low generalization performance. 

Xu [71] proposed a Bayesian method which is 
based on applying Bayes theorem by error 
consideration of each classifier. In this method, the 
probabilistic summary for each class is defined 
earlier. However, one of the significant 
disadvantages of this method is that the mutual 
independencies between classifiers are ignored, but 
this does not always happen in the real application 
[82]. 

Ho et al. [83] have presented the Borda Count as a 
vote technique on the rank level. In this technique, 
each class which is produced by individual 
classifiers is ranked. The first rank is given the 
highest value and last rank is given the lowest 
value.  The output is the class with the highest 
number of rank overall. The advantages of the 
Borda Count technique are its simplicity, lower 
computational cost and that it requires no training. 
This technique provides better results than majority 
voting, particularly on classification problems with 
more than two classes because more information is 
used. However, the weakness of this technique is 
the equal treatment for each classifier, so there is no 
emphasis on the classifier that gives more 
contribution to the output. 

In the trained classifier fusion, the weight of 
classifier is learned through training. The 
advantages of the trained classifier fusion approach 
are its flexibility and potentially better 
performances than fixed classifier fusion; however, 
the disadvantages are high memory and time 
requirements.  

Huang et al. [84] proposed a combination method 
using the data transformation and Neural Network 
(NN). The output value of each classifier is first 
converted into a likelihood measurement. The 
measurement value that has been transformed is 
inputted into the neural network layer, and then the 
neural network produces the final classification 
decision.  

A neural network that consists of multi-layer 
perceptrons trained continuously until the required 
accuracy is achieved for the combination classifier 
has been proposed by [85]. Breve et al. [86] 
combined classifiers by NN for noisy data 
classification. However, one weakness of using the 

artificial neural network is expensive computational 
cost [87], [88]. Jacobs [89] proposed the Weighted 
Averaging as another variant of Simple Averaging 
approach. This technique gives weight to each 
classifier before calculating the average amount of 
each output from the classifier. In this technique, a 
weight is attached to each individual classifier. The 
final classification result is calculated based on the 
performance of each member of classifiers. The 
total weight is 1 and each classifier member is 
given a part of the total weight according to their 
performance. Therefore, the strength of each 
classifier is considered, but the weakness of this 
technique is sensitive to biased classifiers. 

A combination scheme known as Behavior 
Knowledge Space (BKS) which can combine the 
outputs of individual classifiers has been proposed 
by Huang and Suen [90]. The BKS is the 
combination technique on the abstract level that 
combines the decisions generated by each classifier. 
The BKS is followed by two stages, namely the 
learning stage and decision stage. During the 
learning stage, the training set is given to the K 
classifier to gather a priori knowledge information 
that is required on the decision stage. Experiments 
on handwritten numerals have proven that this 
method outperforms the Simple Voting, Bayesian, 
and Dempster-Shafer approaches. However, to 
proof that BKS is good, it needs to be trained on 
large training dataset.  

Kuncheva and Jain [91] have presented two simple 
ways to use the genetic algorithm on multiple 
classifier combinations. The genetic algorithm is 
used as a combination scheme to optimize the 
weights connection. The starting process involves 
randomizing the weight values gradually. The 
weight reflects the importance of each classifier. 
The classifiers used were Quadratic Discriminant 
Classifier, Linear Discriminant Classifier, and 
Logistic Classifier. Kim et al. [82] proposed a 
technique to combine multiple classifiers based on 
the genetic algorithm. The classifier used was the 
neural network. The method shows better 
performance than majority voting, Bayesian, 
behavior knowledge space, Borda count, weighted 
Borda count, sum and neural network.  

Aslam and Montague [92] proposed the Weighted 
Borda Count as a variant of the Borda Count which 
gives weight to the individual classifier. Weights 
are intended to address the performance of each 
individual classifier. An advantage of the weighted 
Borda count is that it does not require training. The 
weighted Borda Count still requires classifiers that 
are able to give ratings on the potential class 
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although it considers individual classifier 
performance. 
 
Classifier Selection Scheme 

In the classifier selection scheme, only one 
classifier is needed to correctly classify the input 
pattern. Select a single “best” classifier from base 
classifiers for the final decision. In order to do this, 
it is important to define a procedure to choose a 
member of the classifier ensemble to obtain the 
final classification output. Kuncheva [75] further 
extended the selection scheme into the static 
classifier selection and dynamic classifier selection. 
In static classifier selection, the selection of the best 
classifier is specified during a training phase [93]. 
In dynamic classifier selection, the choice of 
classifier is made during the classification phase. 
One individual classifier among ensemble 
classifiers is chosen. It is called “dynamic” because 
the classifier used critically depends on the test 
pattern itself. Only the output of the selected 
classifier is considered in the final decision. 

There are several type of dynamic classifier 
selection method. Woods et al. [73] introduced 
dynamic classifier selection by local accuracy. 
Other types are the posterior selection, prior 
selection and dynamic classifier selection which are 
based on multiple classifier behavior [94], [95]. The 
main idea in the dynamic classifier selection is that 

the choice of one individual classifier must exceed 
any other classifier, so it depends on the ability of 
the estimated generalization from the classifier 
[75]. The superiority of dynamic selection method 
is that error-dependency can be omitted [78]. The 
advantage of selecting the dynamic ensemble is the 
ability to estimate distribution to a group of 
classifiers rather than a single individual classifier. 
So far, this scheme seems to work [96]. 

 
Selection-fusion Scheme 

In this scheme, the selection and fusion process is 
used to provide the most suitable way to combine 
multiple classifiers. Usually, there is a criterion to 
decide whether to select the best classifier or to 
combine the classifiers. The idea is to use the 
selection method if and only if the best one classifier 
can be determined, otherwise the combination  
method is used. The dynamic classifier selection 
based on multiple classifier behavior [97] and the 
dynamic classifier selection using decision templates 
[98] are two application samples of selection-fusion 
scheme. Yang and Browne [99] have proposed a 
hybrid method which combined classifier selection 
simultaneously with particle swarm optimization. 
The experiment showed that the proposed method 
gives good performance and averagely outperforms 
other rule such as max, min, mean, median,  product  
and majority voting. 

 
Table 4: Summary of combiner construction 

 
Scheme Technique Characteristics 

Classifier fusion 

Simple Averaging [79] The final output of classifier combination is the 
average of each classifier output value. 

Majority Voting [12][29][100]–[109] The final output is the most votes from a set of 
classifier. 

Weigted Voting [62], [110]–[120] A variant of majority voting, where each 
classifier is weighted before voting. 

Unanimous Voting  [121] The final prediction is based on choosing the 
class for which all classifiers agree, whereas 
the majority voting is based on choosing the 
class with the largest number of votes. 

Dempster-Shafer [80] Combining several different classifiers using a 
level of recognition and substitution rates as a 
priori knowledge. 

Bayesian Method [71] Applying Bayes theorem by error 
consideration of each classifier. 

Borda Count [83] A vote technique on the rank level, where the 
output is the class with the highest number of 
rank overall. 

Data Transformation & Neural Network [84] Multi-layer perceptrons trained continuously 
until the required accuracy is achieved for the 
combination classifier. 

Weighted Averaging (WA) [89] Another variant of simple averaging, which 
gives weight to each classifier before 
calculating the average amount of each output 
from the classifier. 
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Behavior Knowledge Space (BKS) [90] The final output is estimated by calculating 
high order distribution of classifier outputs 
from the frequencies of occurrence in the 
training set. 

Genetic Algorithm [91] The genetic algorithm is used as a combination 
scheme to optimize the weights, which it 
reflects in the importance of each classifier. 

Classifier selection 

Dynamic Classifier Selection by Local Accuracy  [73], 
[122]–[125] 

The choice of one individual classifier by local 
accuracy must exceed any other classifier. 

Dynamic Classifier Selection by Multiple Classifier 
Behaviour [94], [95], [126] 

The choice of one individual classifier by 
multiple classifier behaviour must exceed any 
other classifier. 

Selection-fusion 

Dynamic Classifier Selection based on Multiple 
Classifier Behavior [97] 

The selection and fusion techniques are used 
based on multiple classifier behaviour in order 
to provide the most suitable method. 

Dynamic Classifier Selection using Decision Templates 
[98] 

The selection and fusion techniques are used 
based on decision template. 

Classifier Selection and Combination using Particle 
Swarm Optimisation  [99] 

Classifier selection and combination are 
implemented simultaneously using particle 
swarm optimization. 

 
The application of majority voting for classifier 
combiner was first proposed by Hansen and 
Salamon [22]. Several popular ensemble methods 
such as bagging and boosting, random subset of 
random forest method used majority voting as a  

combiner. Figure 3 shows three popular ensemble 
methods, namely (i) bagging [21], (ii) boosting [20] 
and (iii) random forest [23] using voting in 
combining classifier outputs [127]. 

 

Figure 3: Voting Combiner on Three Popular Ensemble Methods (Yang et al., 2010) 
 
 
This technique considers the most frequent class 
among the existing class labels. In order to 
overcome the draw voting problem, the number of 
classifiers used is usually odd. Here, each classifier 
votes for one class label. The class label that is the 
most frequently chosen is the final decision. One of 
the advantages of majority voting is the ability to 
combine the output of each classifier regardless of 
the classifier is used. The weakness of this 
combiner is that it does not consider the strength of 
classifier, in other words, the strength of each 
classifier is considered equal in the vote.  
 
Weighted voting is a trainable version of majority 
voting proposed by Littlestone and Warmuth [128]. 
This technique gives weight to each classifier 
before voting. The weight for each classifier is 

obtained through the training process. To make an 
overall prediction, a weighted vote of the classifier 
prediction is performed to predict the most 
weighted class. Although this technique considers 
the strength of each classifier, the lack of this 
technique is that it only considers the first rank 
class or classes most probably found in each 
classifier. 

Wanas and Kamel [12] presented a feature based 
approach as well as training algorithm. In the 
feature based approach, each classifier is trained 
independently. This algorithm is based on the 
adaptive training algorithm for training neural 
network ensembles. This training approach helps 
optimize the weights to achieve better overall 
classification. Based on the experiment, the results 
of two benchmark problems and comparison to a 
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single classifier show that the approach obtained a 
better classification accuracy. 

A novel multiple classifier combination that 
incorporates global optimization based on genetic 
algorithms to develop multiple classifiers was 
introduced by Stefano et al. [113]. The multiple 
classifier combination adopts the weighted voting 
approach to combine the output of the classifiers. 
The weights are obtained by maximizing the 
performance of the ensemble. This multiple 
classifier combination has been tested on a 
handwritten digit recognition problem. Based on 
the results of an experiment conducted on 30,000 
digits from the NIST database, it shows good 
performance. 

A modified approach to weighted majority voting 
was presented by Gangardiwala and Polikar [114] 
where the classifiers are dynamically weighted. The 
idea of this approach is that the classifier, whose 
training dataset is closest to the given instance, has 
more information about the instance. Therefore, it 
is more likely to classify the instance correctly. The 
proposed algorithm provides improved 
performance compared to Adaboost based 
experiments over benchmark dataset. 

Zhang et al. [115] proposed a parallel multiple 
classifier, using the maximum of posterior 
probability average, with self-adaptive weight 
based on output vectors and decision template 
(MASWOD). Self-adaptive weight calculated by 
the confusion matrix using decision templates and 
error punishment factor (EPF). Each of the 
classifier outputs are treated as inputs to the next 
level, which combines the results of each level 
classifier using a self-adaptive weight. Experiments 
were performed on the UCI datasets to compare the 
MASWOD with the classical Bayesian algorithm in 
order to combine several classifier outputs. The 
experimental results show the MASWOD algorithm 
can efficiently improve the performance of 
classification, where the classical Bayesian cannot 
always enhance classification performance. This 
proves that the method is efficient because the self-
adaptive weight can improve the classification 
performance. 

The weighted majority voting has also been used as 
a combiner in predicting financial distress [129]. 
The voting weight was specified by a priori 
performance measure which was calculated from 
the confusion matrix. In the experiment, 135 pairs 
of Chinese listed companies and 35 financial ratios 
were initially used. The stepwise discriminant 
analysis method was used in feature selection. After 

voting weight determination, the performance of 
financial distress prediction was compared with a 
single classifier approach. It was concluded that the 
use of weighted majority voting for financial 
distress prediction give higher accuracy and lower 
variance than any single classifiers. 

Valdovinos and Sánchez [116] introduced another 
weighted voting system in classifier fusion which 
corresponds to the average distance weight. The 
goal of this weighting technique is to reward (by 
assigning the highest weight) the individual 
classifier with the nearest neighbor to the input 
pattern. The effectiveness of this approach is 
empirically tested over a number of data sets. 
Experimental results with several real-problem 
datasets from the UCI Machine Learning Database 
Repository demonstrated the advantages of this 
weighted voting technique over simple majority 
voting. 

An experiment analyzing the ability of a weighted 
voting combiner, to combine the output of  multiple 
classifiers, has been conducted by Mu et al. [117]. 
The weighted voting was applied to human face 
and voice recognition. The effectiveness of the 
weighted voting methodology was tested on images 
and voice benchmark database. The weighted 
voting successfully achieved high performance and 
outperformed majority voting. It can be concluded 
that the weighted voting strategy can be used to 
combine any independent classifiers. 

Huang and Wang [118] proposed the multi-
weighted majority voting strategy to improve the 
performance of  classification task for complex 
facial security application. A support vector 
machine (SVM) was used as the classification 
algorithm. The hierarchical classification method 
and the multi-weighted majority voting strategy are 
two important parts in this strategy. Experimental 
results indicate that the proposed algorithm 
improves the performance of face authentication 
when tested with a massive number of training and 
testing data. 

Wozniak [119] presented the evolutionary approach 
to produce a classifier ensemble based on weighted 
voting. Several classifier fusion methods were 
discussed and evaluated through computer 
experiments on seven benchmark databases from 
the UCI Machine Learning Repository. The aim of 
the experiment was to evaluate the performance of 
fuser of discriminants based on weights which 
depended on classifier and class number. The 
results justified the use of weighted voting 
combiner. Unfortunately, it is not possible to 
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determine the weights in an analytic way; therefore, 
using a heuristic optimization method (like 
evolutionary algorithms) seems a promising 
research direction. 

A weighted voting classification ensemble method, 
called WAVE was proposed by Kim et al. [110]. 
The instance weight vector assigns higher weights 
to observations that are hard to classify. The 
classifier weight vector puts larger weights to 
classifiers that perform better on hard-to-classify 
instances. The final prediction of the ensemble is 
obtained by voting using the optimal weight vector 
of classifiers. Both majority voting and the 
proposed weighted voting have been applied for 
comparison. The results showed that,  in general, 
the proposed weighted voting performs 
significantly better than majority voting. 

Hamzeloo et al. [120] introduced a weighted 
ensemble technique (WNNE) to improve the 
nearest neighbor classifier. WNNE assigns a weight 
to ensemble member, and uses a rule to determine 
the output of the ensemble. This method was 
compared with the single nearest neighbour 
classifier and random subspace method on some 
datasets from UCI. Experimental results indicate 
that the performance of WNNE exceeded the two 
approaches that have been used for comparison. 
 
5. DISCUSSION 
Several approaches to construct classifier 
ensembles attempted to create differences among 
ensemble members and try to induce classifier 
diversity, that make errors on different patterns. 
Figure 4 shows the trend of strategies to construct 
the ensemble from 2012 to 2108. It can be seen that 
random-based is the most often used  approach in 
constructing classifier ensembles. The weakness of 
this approach is that it does not construct an optimal 
diverse classifier ensemble. 
 

Figure 4 Strategy in constructing ensemble 
 

There are several schemes that have been 
introduced to combine classifiers. Figure 4 shows 
the trend of schemes in combining classifiers from 
2012 to 2018. It can be shown that the classifier 
fusion scheme is the most popular strategy in 
constructing the combiner. The classifier’s strength 
is not considered and this posed as the combiner’s 
weakness. The classifier selection scheme is also 
gaining in popularity. 
 

 
Figure 5  Scheme in combining classifier 
 
6. CONCLUSION 
 
The random based approach is the most commonly 
used to construct classifier ensembles. The 
advantage of a random based approach is its 
simplicity. The majority voting combiner, as one of 
the fixed classifier fusion schemes, is the most 
popular, fundamental and straightforward strategy 
to combine classifiers. The advantage of majority 
voting is the ability to combine the output of each 
classifier regardless of the classifier is used. 
Nevertheless, this does not mean that majority 
voting is the best. The effectiveness of weighted 
voting was tested on several application domains. 
Weighted voting successfully achieved high 
performance and outperformed the majority voting 
combiner. The weighted voting combiner can be 
used as a new direction to combine any individual 
classifiers. 
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