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ABSTRACT 
 

Detection and classification of cancer in histopathological images is one of the biggest challenges for 
oncologists. Deep learning approaches have proved to be very valuable tools in dealing with histopathological 
images, and the results obtained from such approaches help the oncologists in the diagnosis of breast cancer. 
In this paper, we propose a deep convolutional neural network approach to generate a robust feature 
representation from histopathological images. We employed three different pre-trained models, namely: 
Vgg_m, VeryDeep_16, and Googlenet, and the method has been evaluated in two different scenarios. In the 
first scenario (magnification dependent), we train networks separately depending on image magnification 
(40x, 100x, 200x, and 400x). In the second scenario, we utilize all available data in the training set 
independent of magnification. For both scenarios, we demonstrate superior results at both patient and image 
levels compared to state of the art methods 

Keywords: Convolutional Neural Network, CNN, Histopathological Images, Imagenet, Classification, 
Breast Cancer. 

  
1. INTRODUCTION  
 

Machine learning is a common type of 
Artificial Intelligence (AI) used for processing big 
data. ML involves self-adaptive algorithms that learn 
from data and apply what they learn to make 
decisions. These algorithms are learning more from 
experience and new data.  

 
Deep learning is a subset of machine 

learning and has been one of the hottest topics of 
research over the last two decades. deep learning is 
based on learning data representations, which means 
that representations needed for feature extraction or 
classification are automatically found from raw data 
that is given as an input. Deep learning uses multiple 
layers/levels to process data non-linearly. It begins 
with raw data, and then each layer uses the output of 
the previous layer as an input [1]. The learning 
strategies for deep learning can be supervised or 
unsupervised learning. 

 
Deep learning can generate new features 

from limited features of training data. Also, the 
unsupervised technique is one of its advantages that 
makes the system smarter. 

Deep learning has found massive solutions 
for different applications, such as speech recognition 
[2], [3], face recognition [4], [5], computer vision, 
and natural language processing. Deep learning also 
provides accurate results when applied to medical 
images. Applying the deep learning approach is 
considered as a key method and a trend for current 
and future medical applications such as breast cancer 
diagnosis and classification of masses [6]–[16], 
abdominal adipose tissues extraction [17], 
classification of brain cancer [18]–[21], skeletal 
bone age assessment in X-ray images [22], and 
arrhythmia detection and analysis in ECG signals 
[23]–[25].  

 
Due to the proliferation of cancer, which is 

one of the major cause of mortality around the world, 
we used deep learning approach for breast cancer 
detection and classification. Breast cancer is most 
common in women as reported by the World Health 
Organization [26].  

 
Commonly, screening protocol involves 

mammography to determine suspect areas of the 
breast, which is followed by a biopsy of potentially 
cancerous areas in order to distinguish whether the 
suspect region is malignant or benign [28], [29]. 
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In [27], a CAD system for breast cancer 
diagnosis is proposed, which can classify mass 
lesions using deep learning techniques. Their 
method is based on deep convolutional neural 
networks (CNNs). Their proposed method involves 
a preprocessing step for extracting the benign and 
malignant lesions using the coordinates provided 
with each dataset to crop the bounding box of the 
lesions automatically. After applying preprocessing 
and normalization steps, they applied deep learning 
with data augmentation. 

 
In this context, automatic analysis for 

histopathological images plays a substantial role in 
assisting diagnosis. A nuclei segmentation was 
proposed in [30] in order to categorize lesions as 
benign or malignant. In [31], a breast cancer image 
classification system was proposed, where the 
authors adopted four different classifiers trained 
with 25-dimensional feature vectors; with 737 
images, they achieved an accuracy of 98%. A 
diagnostic system for breast cancer based on the 
nuclei segmentation of cytological images was 
suggested in [32], where different machine learning 
models, such as neural networks and support vector 
machines, were adopted, and reported accuracies 
ranged from 76% to 94% with a dataset of 92 
images. 

On the other hand, the remarkable advent of 
powerful processing facilities has benefited 
computer vision and machine learning communities 
at large. One of the by-products in this sense is deep 
learning, which can be regarded as an advantageous 
breakthrough. A particular case that has emerged in 
very recent years is CNNs, which have benefited 
computer vision at large.  

 
Deep learning uses multiple layers/levels to 

process data non-linearly. It begins with raw data, 
and then each layer uses the output of the previous 
layer as input.   

 
In this work, we propose a breast cancer 

diagnosis approach based on CNN models to 
generate a robust feature representation from 
histopathological training images. We employed 
three different pre-trained models: Vgg_m, 
VeryDeep_16, and Googlenet. 

 

The remainder of this paper is organized as 
follows. The proposed methodology is described in 
Section II, experimental results are given in Section 
III, and conclusions are provided in Section VI. 

 

Figure 1. Flowchart of the proposed approach. 

 

2. PROPOSED METHODOLOGY 

Let us consider 𝐷(ୱ) = {𝒙 , 𝒚}ୀଵ
ೞ  as the 

labeled source data and 𝑦 ∈ {1,2} as its 
corresponding class label, where the value 1 
represents benign and 2 represents malignant. 
Similarly, let 𝐷(୲) = {𝒙}ୀଵ

  be unseen target data. 
Our methodology consists of two phases, as shown 
in Figure 1. 

 
 

2.1 Phase 1 
 
We used a pre-trained CNN for automatic 

feature extraction; it consists of multiple layers to 
deal with specific problems [33]–[35]. Generally, 
four layers are used to construct deep CNNs: a 
convolutional layer, a pooling layer, a non-linear 
activation layer, and a fully connected layer. 
Features are extracted in the first three layers, and 
then the fully connected layer is used for 
classification. 

 
The main layer of the CNN is the 

convolutional layer, which is composed of a 
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collection of neurons or filters. Each neuron is 
spatially small (in height and width), but it slides 
across the input image in order to generate a feature 
map or activation map. Feature maps, which are the 
output of this layer, are then forwarded to the next 
layer, which is a non-linear activation function such 
as the rectified linear unit. The next layer 
(normalization layer) is then fed with the output of 
the activation layer to assist in generalization.  

 
The responsibility of the pooling layer is to 

control for overfitting. This layer is typically used 
straight after the convolutional layer by taking every 
feature map, and then generating another more 
condensed feature map. 

 
A fully connected layer is the last layer of 

the CNN network. Each neuron within one fully 
connected layer is connected to all neurons in the 
previous layer. Finally, classification is done by 
adding a sigmoid layer at the end of the network, and 
then by using back-propagation, the weights of the 
CNN are learned.  

 
In this work, we aim to exploit the power of 

CNN models to represent images by taking the 
output of the last fully connected layer before the 
classification layer. That is, for each input image 𝐈, 
we generate a CNN feature representation vector 
𝒙 ∈ ௗ of dimension 

 

𝒙 = 𝑓ିଵ
େ ൬… 𝑓ଶ

େ ቀ𝑓ଵ
େ(𝐈)ቁ൰ , 𝑖 = 1, … , 𝑛௦  (1) 

 
  where 𝑛௦ represent the number of labelled 

source images, 𝑓
େ, 𝑗 = 1, … , 𝐿 − 1 defines the 

functions of different CNN layers, and L is the 
number of layers in the network. 

 
 

2.2 Phase 2 
 
 This phase is termed the classification 

phase; it manages the outputs of the previous phase 
(CNN feature vectors) by feeding them as an input 
to an extra network connected to the highest of pre-
trained CNN, as shown in Fig 1. This extra network 
is made from 2 fully-connected layers; the first is a 
hidden layer, and the other is a sigmoid layer used 
for binary classification. The hidden layer accepts 𝒙 
as an input and represents it through the nonlinear 
activation function 𝑓 as follows: 

 𝒉
(ଵ)

= 𝑓(𝑾(ଵ)𝒙),                                           (2) 
 

where 𝒉
(ଵ)

∈ ℜௗ(భ)
 is of dimension 𝑑(ଵ), 

an 𝑾(ଵ) ∈ ℜௗ(భ)×ௗ is the mapping weight matrix. 
For a nonlinear activation function, a sigmoid 
function is used: 𝑓(𝑠) = 1/(1 + exp(−s)).   

To avoid overfitting and increase its 
generalization ability, we used the dropout technique 
used in [36]. The aim of this technique is to drop 
nodes from the hidden layer throughout the training 
phase. To reduce the complexity of the network, this 
technique randomly removes nodes from the original 
fully-connected network.  

The weights learned represent the complete 
network structure, as described in [37]. 

 
 

3. EXPERIMENTAL RESULTS 

3.1 Dataset Description 

In order to assess the performances of the 
proposed technique, we used the Breast Cancer 
Histopathological Image Classification (BreakHis) 
dataset, which was established recently in [33]; it 
contains 109 microscopic images of breast cancer 
(malignant and benign) collected from 82 patients 
under four magnification factors (40x, 100x, 200x, 
and 400x). Fig 2 and 3 show slides of malignant and 
benign breast tumor. The total number of 
microscopic slides is 7909 (1995, 2081, 2013, and 
1820 with respect to the abovementioned 
magnification factors). 652, 644, 623, and 588 of 
these images are benign (total 2480), and 1370, 
1437,1390, and 1232 are malignant (total 5429).  

 

3.2 Experimental setup and performance 
evaluation 

We follow the protocol used in [38], where 
the dataset is divided into 70% training data and 30% 
testing data. This protocol is applied independently 
to each of the four totally different magnifications in 
terms of image and patient levels. 

For the image level, the image recognition 
rate (IRR) is calculated as  

IRR =
𝐶

 𝐶்௧

                                                            (3) 

where C_Total is the total number of test 
cancer images, and C_rec is the number of cancer 
images that are properly classified.  

 Patient recognition rate (PRR) is calculated as 

PRR =
∑ PS

Total Number of Patient
                          (4) 
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  PS denotes to the patient score, which is 
calculated as 

             PS =
ೝ

ಿ
                                                                 (5)  

where 𝐶ேrepresents the number of cancer 
images of patients, whereas 𝐶represents the 
number of cancer images that are properly classified.  

 
For the pre-trained CNN, we explore the 

various pre-trained VGG group models such as 
Chatfield, verydeep16, and Googlenet. 1) VGGm 
model [39], for number of layers in this model, and 
convoluation filters, additionally to the dimension of 
those filters, I follow [40]. 

 
For the extra network, we train it by 

following the recommendations of [41] by adjusting 
dropout probability 𝑝 to 0.5. Within the hidden layer, 
we use a sigmoid activation function. In addition to 
the backpropagation algorithm, the parameters are 
set according to [40]. 

 
Our results are obtained from three 

different pretrained CNN models: Vgg_m, 
VeryDeep_16, and Googlenet. To present our 
results, we consider two different scenarios 
regarding the dependency of magnification, the 
experiment was repeated five times and we take the 
average results of these experiments. In the first 
scenario (magnification dependent), we train CNN 
networks for each magnification factor separately. In 
the second scenario, we use all available data in the 
training set regardless of magnification. For each 
scenario, the results are compared at both patient and 
image levels. 

 

3.3 Magnification Dependent Results 

The accuracy of the proposed CNN 
methods for the first scenario (magnification 
dependent) are reported in Tables 1 and 2 for image 
and patient level, respectively. Table 1 shows the 
superiority of our obtained accuracy against all of 
the proposed state of the art methods at image level 
at several magnification factors.  

Table 1: Recognition Rate (based on Image Level) (%) 

Pretrained 

CNN 

Magnification Average 

40x 100x 200x 400x  

[9] 89.6±6.5 85.0±4.8 82.8±2.1 80.2±3.4 84.40 

[38] 82.8±3.6 80.7±4.9 84.2±1.6 81.2±3.6 82.23 

[42] 84.6±2.9 84.8±4.2 84.2±1.7 81.6±3.7 83.80 

Proposed a 84.1±1.8 85.6±1.9 87.5±0.3 84.9±1.0 83.65 

Proposed b 91.1±1.1 91.6±0.5 92.7±1.1 90.5±1.2 91.46 

Proposed c 90.4±1.2 91.8±0.9 92.5±1.2 90.7±1.4 91.36 

a Using Googlenet Pretrained CNN 
b Using Very deep 16 Pretrained CNN 
c Using Vgg_m Pretrained CNN 

 

Table 2: Recognition Rate (based on Patient Level) (%) 

Pretrained 

CNN 

Magnification 
Average 

40x 100x 200x 400x 

[38] 83.8±2.0 82.1±4.9 85.1±3.1 82.3±3.8 83.33 

[9] 88.6±5.6 84.5±2.4 85.3±3.8 81.7±4.9 85.03 

[42] 84.0±6.9 83.9±5.9 86.3±3.5 82.1±2.4 84.08 

[43] 83.1±2.1 83.2±3.5 84.6±2.7 82.1±4.4 83.25 

[40] 86.3±2.7 87.5±2.4 87.1±3.6 86.4±1.7 86.83 

Proposed a 83.5±2.1 83.8±3.0 86.1±2.1 83.0±1.4 84.10 

Proposed b 87.0±2.7 87.8±2.2 86.8±3.5 86.1±2.1 86.93 

 

3.4 Magnification Independent Results  

We further suggest the use of deep learning 
to meet the variety of appearances of breast cancer 
in histopathological images. CNN models have high 
capacities for diverse feature representation.  

For training the CNN model, we used the 
BreaKHis training set independent of magnifications 
factors. 

Tables 3 and 4 report the accuracy of the 
proposed CNN methods for the second scenario 
(magnification independent); they show that we still 
achieve better results than state of the art methods. 
All pre-trained CNN models achieve an accuracy 
better than state of the art results.  

 

Table 3: Independent Recognition Rate (based on Patient 
Level) (%) 

Pretrained 

CNN 

Magnification 
Average 

40x 100x 200x 400x 

[43] 83.1±2.1 83.2±3.5 84.6±2.7 82.1±4.4 83.25 

Proposed a 84.1±1.5 84.5±2.5 86.3±2.2 84.8±2.4 84.94 

Proposed b 86.1±3.2 86.8±2.6 88.0±2.7 85.9±1.4 86.71 

Proposed c 86.4±1.9 87.5±2.1 86.6±2.6 86.1±2.6 86.64 
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Table 4: Independent Recognition Rate (based on Image 
Level) (%) 

Pretrained 

CNN 

Magnification 
Average 

40x 100x 200x 400x 

Proposed a 86.51±0.5 87.2±1.0 89.5±0.8 87.2±0.8 87.57 

Proposed b 93.3±0.5 93.3±1.0 94.8±0.8 91.9±0.9 93.34 

Proposed c 92.2±0.4 94.0±0.5 94.7±0.2 92.2±0.2 93.27 

 

3.5 Comparison with state of the art methods 

In this section, we compare our results to 
the ones available in the state of the art in two 
different scenarios. The recognition rate in the first 
scenario is magnification dependent, in the terms of 
Patient level, and image level, the second one is 
magnification independent at patient level. For both 
scenarios, we demonstrate superior results compared 
to state of the art methods. 

In the first scenario, as shown in tables 1 
and 2, the Average results of the Recognition Rate 
for the method proposed in [9] equal to (84.4%, and 
85.0%) in image level and patient level respectively, 
while the results obtained in [42], are equal to 
(83.8%, and 84%), in image level and patient level 
respectively. The average of proposed results in the 
three different pre-trained models in the terms of 
image and patient level are (83.7%,84.1%) in 
Googlenet Pretrained CNN, and (91.5%, and 
86.9%). Finally, by using Vgg_m Pretrained CNN in 
the image level, we get an average (91.4%) which is 
better than relevant literature. As we can see 
CNN_Very deep 16 and CNN_Vgg_m were able to 
achieve an accuracy approximately 1 – 10.5% higher 
than in previous works. 

While in the second scenario as shown in 
Table 3, the obtained results in the three different 
pre-trained CNN models are better than the state of 
the art. 

4 CONCLUSIONS 

In this paper, we proposed a framework for 
the detection and classification of cancer in 
histopathological images. We used deep learning to 
meet the diversity of appearances of breast cancer in 
histopathological images. The achieved results show 
that the proposed deep learning method is better than 
state of the art methods. We evaluated the method in 
two different scenarios, and achieved results better 
than the state of the art. On the latter point, computer 
vision literature reports deep models designated for 
‘local’ object detection in images as well as deep 
models for ‘holistic’ scene recognition. Thus, 

integrating both object-scene levels in the context of 
breast cancer diagnosis can effectively help in 
distinguishing benign from malignant cases as they 
manifest distinct local and global image attributes.  
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