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ABSTRACT 
 

Several intelligent theories have been proposed to solve job shop scheduling problems with the target of 
minimizing makespan such as hybrid metaheuristics. The core advantage of hybridization is to improve the 
effectiveness of the algorithm leading to better quality of solutions. The paper establishes seven hybrid 
methods namely HABCGA according to sixteen configurations (four crossover operators: PMX, OX, CX 
and PBX, and four mutation operators: swap, inversion, insertion and displacement) to solve job shop 
scheduling problems with the objective of minimizing makespan and to test these algorithms on 250 
Benchmark instances to evaluate the performance and to find the balance that can lead to the optimal 
performance of the hybrid ABC. The results indicate how the multiple hybridizations, the crossover operator 
type, and the mutation operator type affect in a positive way the balance between diversification and 
intensification in artificial bee colony algorithm to solve job shop scheduling problem. 

Keywords: Scheduling, Job Shop, Multiple Hybridization, ABC, GA. 
 
1. INTRODUCTION  
 

The scheduling problems are often 
combinatorial optimization problems of NP-difficult 
type. Their resolution requires methods dedicated to 
their degree of difficulty. Therefore, many different 
metaheuristics are established for this problem. These 
metaheuristics generate optimal or near-optimal 
solutions. Among the metaheuristics approaches, 
hybrid and Adaptive techniques provide very good 
solutions.  

 
The design of metaheuristics has classified 

by Talbi [1] in two categories:  
 

 In the case of low-level, a specified function of 
metaheuristic is substituted by another method. 
In the case of high-level, the different methods 
are unattached. 

 In the case of the relay, a set of methods is 
executed one after another, each using the 
output of the previous as its inputs, acting in 
pipeline mode. In the case of the teamwork, 
represents the cooperation of optimization 
models. 

Diversification makes possible to explore the 
search zone more efficiently, and it generate solutions 
with enough diversity. On the other hand, 
intensification uses any information obtained from the 
specific problem to produce new solutions that are 
better than existing solutions. 

 
A good balance between diversification and 

intensification is essential to lead to the optimal 
performance of an algorithm; it can depend on many 
elements such as the working mechanism of an 
algorithm, its parameters and control of these 
parameters. 

 
Many authors considered basic theory while 

solving job shop scheduling problem [2]. 
 
The mathematical formulation of job shop 

scheduling problem notation is as follows: 
 

𝑖 ∶ 𝐼𝑛𝑑𝑒𝑥 𝑜𝑓 𝑗𝑜𝑏, 𝑖 = 1,2,3, … , 𝑛 

𝑗 ∶ 𝐼𝑛𝑑𝑒𝑥 𝑜𝑓 𝑚𝑎𝑐ℎ𝑖𝑛𝑒, 𝑗 = 1,2,3, … , 𝑚 

𝑘 ∶ 𝐼𝑛𝑑𝑒𝑥 𝑜𝑓 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛, 𝑘 = 1,2,3, … , 𝑚 

𝑛 ∶ 𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑗𝑜𝑏𝑠 
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𝑚 ∶ 𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑚𝑎𝑐ℎ𝑖𝑛𝑒𝑠 𝐶௠௔௖   
     𝑀𝑎𝑘𝑒𝑠𝑝𝑎𝑛 

𝑀௝ : 𝑇ℎ𝑒 𝑗௧௛  𝑚𝑎𝑐ℎ𝑖𝑛𝑒, 𝑗 = 1,2,3, … , 𝑚 

𝐽௜ : 𝑇ℎ𝑒 𝑖௧௛ 𝑗𝑜𝑏, 𝑖 = 1,2,3, … , 𝑛  

  𝑂௜௞௝ : 𝑇ℎ𝑒 𝑘௧௛ 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑗𝑜𝑏 𝐽௜  𝑜𝑝𝑒𝑟𝑎𝑡𝑒𝑑  

          𝑖𝑛 𝑚𝑎𝑐ℎ𝑖𝑛𝑒 𝑀௝   

𝑃௜௞௝ ∶ 𝑃𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔 𝑡𝑖𝑚𝑒 𝑜𝑓 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑂௜௞௝  

𝑡௜௞௝ ∶ 𝐶𝑜𝑚𝑝𝑙𝑒𝑡𝑖𝑜𝑛 𝑡𝑖𝑚𝑒 𝑜𝑓 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑂௜௞௝   

           𝑜𝑛 𝑚𝑎𝑐ℎ𝑖𝑛𝑒 𝑀௝ 𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑗𝑜𝑏 𝐽௜ 
 
The problem can be described as an N job M 

machine JSSP by simple Eqs. (1) and (2) as follows: 
 

ቐ

𝑀𝑖𝑛 𝐶௠௔௫ = 𝑚𝑎𝑥௜௞௝   {𝑡௜௞௝}                                  (1)

𝑡௜,௞ିଵ,௛ + 𝑃௜௞௝ ≤ 𝑡௜௝ , ˅ 𝑖, 𝑘, ℎ, 𝑗                             (2)

𝑡௜௞௝ ≥ 0, ˅ 𝑖, 𝑘, 𝑗                                                         

 

 
The Equation (1) explain the Makespan 

minimization. The Equation (2) refer to the operation 
precedence constraint; the  (𝑘 − 1)௧௛   operation of 
job i must be executed before the (𝑘)௧௛  operation of 
the same job. 

 
In the last decade, authors has extended 

towards flexible job shop scheduling problems in 
which more than one machine for performing each 
operation are considered. It present more complexity. 

 
The flexible job shop scheduling problems is 

a continuation of classical job shop scheduling 
problem and it is more complex, because each 
operation can be treated on any machine from a 
specified group. 

 
For several years, many researchers have 

developed various methods to solve job shop-
scheduling problem: simulated annealing [3, 4], 
genetic Algorithm [5, 6], Search Tabu [7, 8], Ant 
Colony Optimization [9, 10], Neural Network [11], 
Shifting Bottleneck procedure [12, 13], guided local 
search [14], GRASP [15] and propagation of 
constraints [16]. Table 1 summarizes some 
contributions to solve job shop scheduling problem. 
 

Table 1: The Proposed Methods For Solving Job Shop 
Scheduling Problem In The Literature. 

Article Proposed Method 
[17] GA 
[18] GA 
[19] GA 
[20] GA 
[21] GA 

[22] GA 
[23] GA 
[24] GA 
[25] GA 
[26] ABC 
[27] Co-evolutionary GA 
[28] Hybrid GA 
[29] Hybrid GA 
[30] PSO 
[31] ABC 
[32] ABC 
[33] Hybrid GA with scheduling rules 
[34] Hybrid   ACO with TS 
[35] Hybrid GA with local search 
[36] Hybrid TS with SA 
[37] Hybrid PSO with TS 
[38] Hybrid GA with ACO 
[39] Hybrid ACO with knowledge model 
[40] Hybrid PSO with TS 
[41] Hybrid GA with ACO 
[42] Hybrid GA with local search 
[43] Hybrid GA with SA 
[44] Hybrid GA with heuristics 
[45] Hybrid PSO with local search 
[46] Hybrid AIS with SA 
[47] Hybrid DE algorithm with local search 
[48] Hybrid GA with VNS with affinity 

function 
[49] Hybrid Gravitational search algorithm 

with PSO 
[50] Hybrid Harmony search with large 

neighborhood search 
[51] Hybrid HHS with local search 
[52] Hybrid Memetic algorithm with critical 

path method 
 

However, to the authors' knowledge, very 
few publications are available in the literature that 
studied seven hybrid artificial bee colony algorithms 
according to sixteen configurations and that evaluated 
the performance of the proposed methods using a set 
of 250 benchmark instances and that compared the 
obtained results for finding the balance that may lead 
to the optimal performance of the hybrid ABC. 

 
The objective of this paper is as follows: 

 To do a study of seven hybrid ABC with GA 
according to sixteen configurations. 

 To make tests on 250 Benchmark instances from 
the classical OR-library. 

 To find the balance that can lead to the optimal 
performance of the hybrid ABC to solve the job 
shop-scheduling problem. 

 
The rest of the paper is structured into four 

sections: 
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The Fundamentals of ABC and GA will be 
described in Section 2. In Section 3, the authors 
presented the implementation of the proposed 
methods. The results and discussion are showed in 
section 4. In Section 5, the conclusion is presented. 

 
2. FUNDAMENTALS OF THE USED 
METHODS 

2.1 Fundamentals of Artificial Bee Colony 
Algorithm 

Artificial bee colony algorithm is established 
by Karaboga [53]; Karaboga and Basturk [54] 
described and evaluated its performance for 
optimization of numerical problems. The swarm-
based metaheuristic algorithm is inspired by the 
intelligent comportment of   honeybees, that is, 
foraging comportment of honeybee colonies.  

 
Four phases forms ABC: Initialization bee 

phase, employed bees phase associate with specific 
food sources, onlooker bees phase look at the dance 
of employed, and scout bees phase search arbitrarily 
food sources. 

 
The stopping criterion of the Artificial Bee 

Colony defines the maximum number of cycles that a 
food source can keep without improving before being 
replaced.  

 
The standard pseudo-code that describes the 

artificial bee colony algorithm is as follows: 
 
Initialization 
Repeat 
Employed Bees Phase 
Onlooker Bees Phase 
Scout Bees Phase 
Remember the best solution attained 
Until the stop criterion. 

2.2 Fundamentals of Genetic Algorithm 
Genetic Algorithm is a classic algorithm, 

which is a bio-inspired and population-based 
technology for complex problems, developed by [55]. 
The inspiration of GA is to upgrade the survival and 
duplication of the best suitable individuals to the 
environment. Five phases forms GA: initial 
population phase, fitness function phase, selection 
phase, crossover phase, and mutation phase. 

 
The standard pseudo-code that describes 

the Genetic Algorithm is as follows: 

Generate the initial population 
Compute fitness 
Repeat 

Selection  
Crossover 
Mutation 
Compute fitness 
Until population has converged 

The goal of crossover operator is to 
generate new individuals in the process of the 
algorithm. It is affects the exploration and the 
convergence.  

 
In the literature, numerous crossover 

operators have been suggested in Job shop 
scheduling such as the subsequence-exchange 
operator, the PMX, the OX, the linear order 
crossover, the PBX, the uniform crossover, the CX, 
the extrapolation-directed, the partial schedule 
exchange crossover [56-58] and extended 
precedence preservative crossover, the order-based 
crossover, the job based order crossover. 

 
In this paper, the authors take in 

consideration four crossover operators: PMX, OX, 
CX and PBX. 

 
The PMX [59-61]: Two crossover points 

are selected randomly and string between these 
points are exchanged to form new offspring’s to 
create new chromosomes of the next generation. 
Then the inverse replacement is applied to the job 
indices occurring a second time outside the chosen 
segment. It tries to keep the positions of the jobs in 
the offspring when copying them from the parents. 

 
The OX [62] designed for the TSP, 

determines randomly two cut points.  
 
The CX [62] determines a subgroup of jobs 

occupying the same set of positions in both parents.  
 
The procedure that describes CX is as 

follows: 

1. Discover the cycle that is defined the 
corresponding positions of job between 
parents. 

2. Copy the job in the cycle to a child with the 
corresponding positions of one parent. 

3. Define the unfinished positions from the 
child by deleting those jobs, which are 
already in the cycle from the other parent. 

4. Fulfill the child with the unfinished 
position. 

The PBX [63, 64]: Selects a subgroup of 
positions in the first parent and copies the jobs at 
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these positions into the offspring. The remaining 
positions are filled with the missing jobs appearing 
in the same relative order as in the second parent. 

 
The mutation operator in the GA is similar 

to the biological mutation, which is used to conserve 
genetic diversity. Different mutation operators have 
been suggested in the literature such as swap, 
inversion, insertion and displacement mutation. 

 
Swap mutation [65]: Two genes were 

randomly selected and replaced into the mutation 
process. 

 
Insertion mutation [66, 67]: which the 

procedure is as follows:  

1. Choose randomly a gene. 

2. Insert this gene into a randomly designated 
position. 

Inversion mutation [68, 69]: It is based on 
reversing the order of the genes between two 
randomly designated points in the chromosome. 

 
Displacement mutation [70]: It selects 

randomly a substring and inserts it into a position 
that is also designated randomly. All these 
displacements take place within the selected 
chromosome. 

 
3. THE PROPOSED  METHODS  

The main objective of ABC hybridization 
with GA is to overcome the limitations of ABC and 
to solve job shop scheduling problem. The authors 
developed a new approach of hybridization of ABC 
with GA, this approach consist to use in the 
employed bees phase or/and in the onlooker bees 
phase or/and in the scout bees phase, the crossover 
operator and the mutation operator. This is 
illustrated in Table 2. 

 
Table 2: The Structure Of Hybrid ABC With GA. 

 ABC 
Hybrid 
ABC GA 

Employed 
bee phase 

Onlooker 
bee phase 

Scout bee 
phase 

HABCGA1 
crossover,  
mutation  

operations 

  

HABCGA2 
crossover,  
mutation  

operations 

crossover,  
mutation  

operations 

 

HABCGA3 
crossover,  
mutation  

operations 

crossover,  
mutation  

operations 

crossover,  
mutation  

operations 

HABCGA4  
crossover,  
mutation  

operations 

 

HABCGA5  
crossover,  
mutation  

operations 

crossover,  
mutation  

operations 

HABCGA6   
crossover,  
mutation  

operations 

HABCGA7 
crossover,  
mutation  

operations 

 
crossover,  
mutation  

operations 

 
Therefore, the hybridization of ABC with 

GA is according to the configurations given in Table 
3. 

 
Table 3: The Configurations Of Hybridization Of ABC 

With GA. 

Configuration Crossover Mutation 

Configuration 1 PMX Inversion 

Configuration 2 OX Inversion 

Configuration 3 CX Inversion 

Configuration 4 PBX Inversion 

Configuration 5 PMX Insertion 

Configuration 6 OX Insertion 

Configuration 7 CX Insertion 

Configuration 8 PBX Insertion 

Configuration 9 PMX Swap 

Configuration 10 OX Swap 

Configuration 11 CX Swap 

Configuration 12 PBX Swap 

Configuration 13 PMX Displacement 

Configuration 14 OX Displacement 

Configuration 15 CX Displacement 

Configuration 16 PBX Displacement 

 
As a result, the procedure of the hybrid 

ABC with GA (HABCGA3) according to the 
configuration 14 can be found in Figure 1. 

 
4. RESULTS AND DISCUSSION 

The proposed methods were programmed 
in Eclipse. The PC configuration is as follows: 
Processor: Intel Core i7, OS: Windows 8.1, CPU 
speed: 2.10 GHz, RAM: 6 GB. There were tested on 
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250 Benchmark instances from the classical OR- 
library. 

 

 
Figure 1: The Procedure Of HABCGA3 Method 

According To The Configuration 14. 
 

The benchmark instances are as follows: 

 FT instances [71] is a group of three instances 
of the formats (6, 6), (10, 10), (20, 5).  

 LA instances [72] is a group of 40 instances 
including five instances of the formats (n, m) ∈ 
{(10, 5), (15, 5), (20, 5), (10, 10), (15, 10), (20, 
10), (30, 10), (15, 15)}. 

 ORB instances [73] is a group of 10 instances of 
the format (n, m) = (10, 10). 

 SWV instances [74] is a group of 20 instances 
including 20 instances for each of the formats 
(n, m) ∈ {(20, 10), (20, 15), (50, 10))}. 

 ABZ instances [75] is a set of five problems of 
two different sizes (10×10), (20×15). 

 YN instances [76] is group of four instances of 
the format (n, m) = (20, 20). 

 TA instances [77] is group of 80 instances 
including 10 instances for each of the 
combinations (n, m) ∈ {(15, 15), (20, 15), (20, 
20), (30, 15), (30, 30), (50, 15), (50, 20), (100, 
20)}. 

 DMU instances [78] is a group of 80 instances 
including 10 instances for each of the formats 
(n, m) ∈ {(20, 15), (20, 20), (30, 15), (30, 20), 
(40, 15), (40, 20), (50, 15), (50, 20)}.  

 CAR instances [79] is a group of 8 problems of 
8 different sizes: (11×5), (13×4), (12×5), 
(14×4), (10×6), (8×9), (7×7), (8×8). 

 
The GAP is obtained by a particular method 

from the optimum or the global makespan is used to 
make the makespan comparisons. The Equation (3) 
that describe the relative deviation GAP is as 
follows: 

 

% GAP =  
MAKESPAN FOUND − BKS

BKS
                                      (3) 

 
The obtained results are compared with 

other best-known solutions obtained by using other 
methods. 

 
The global results of the proposed methods 

are shown in Table 4. The results show that the 
proposed method HABCGA3 in all configurations is 
given 100% results equal to the best-known solution 
in all benchmark instances; this is illustrated in 
Figure 2. In this hybridization type, the proposed 
method is given the best results independent of the 
crossover operator type and the mutation operator 
type in all benchmark instances. 

 

 
Figure 2: The Obtained Result Of The Proposed Method 

HABCGA3 In All Configurations. 
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The results show that all proposed methods 
in all configurations are produced 100% results 
equal to the best-known solution in FT (3), ORB 
(10), ABZ (5), YN (4) and CAR (8) instances as 
shown in Figure 3.  

 
These methods are given the best results 

independent of the hybridization type, the crossover 
operator type and the mutation operator type in FT 
(3) , ORB (10), ABZ (5), YN (4) and CAR (8) 
instances. 
 

 

Figure 3: The Obtained Results Of All Proposed Methods 
In FT (3), ORB (10), ABZ (5), YN (4) and CAR (8) 

Instances. 
 

The results show that only tree proposed 
methods HABCGA2, HABCGA5 and HABCGA7 
in all configurations are given 100% results equal to 
the best-known solution in LA (40) and SWV (20) 
instances as shown in Figure 4. In these 
hybridization type, the proposed methods are given 
the best results independent of the crossover operator 
type and the mutation operator type in LA (40) and 
SWV (20) instances. 

 

 

Figure 4: The Obtained Results Of The Proposed 
Methods HABCGA2, HABCGA5 And HABCGA7 In All 

Configurations To Solve LA (40) And SWV (20) 
Instances. 

The results show that all proposed methods 
in configuration 2, configuration 4, configuration 6, 
configuration 8, configuration 10, configuration 12, 
configuration 14 and configuration 16 (that used the 
OX operator with the inversion mutation or with the 
insertion mutation or with the swap mutation or with 
the displacement mutation and that used the PBX 
operator with the inversion mutation or with the 
insertion mutation or with the swap mutation or with 
the displacement mutation),  are given 100% results 
equal to the best-known solution in all benchmark 
instances. These are presented in Figure 5. 
 

 

Figure 5: The Obtained Results Of All Proposed Methods 
In Configuration 2, Configuration 4, Configuration 6, 
Configuration 8, Configuration 10, Configuration 12, 

Configuration 14 And Configuration 16. 
 

As follows from Figure 5: 

 These proposed methods are given the best 
results independent of the hybridization type in 
all benchmark instances. 

 These proposed methods that used the OX and 
the PBX crossover operators are produced better 
results than the proposed methods that used the 
CX and the MPX crossover operators. 

 These proposed methods that used the OX 
independent of the mutation operator type are 
given 100% results equal to the best-known 
solution in all benchmark instances. 

 These proposed methods that used the PBX 
independent of the mutation operator type are 
given 100% results equal to the best-known 
solution in all benchmark instances. 
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Table 4: The Results Of Hybridization Of ABC With GA In All Configurations. 
 

B
enchm

ark 
Instances 

FT (3) LA (40) ORB (10) SWV (20) ABZ (5) YN (4) TA (80) DMU (80) CAR (8) T
otal N

um
ber  

of B
enchm

ark 

 

FT LA ORB SWV ABZ YN TA DMU CAR 

 

H
ybrid A

B
C

 
G

A
 

C
onfiguration 

C
rossover 

M
utation 

3 40 10 20 5 4 80 80 8 250 

 

HABCGA1 Configuration 1 PMX Inversion 3 100% 32 80% 10 100% 18 90% 5 100% 4 100% 72 90% 76 95% 8 100% 228 91% 

HABCGA1 Configuration 2 OX Inversion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA1 Configuration 3 CX Inversion 3 100% 35 88% 10 100% 20 100% 5 100% 4 100% 71 89% 71 89% 8 100% 227 91% 

HABCGA1 Configuration 4 PBX Inversion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA1 Configuration 5 PMX Insertion 3 100% 33 83% 10 100% 20 100% 5 100% 4 100% 75 94% 70 88% 8 100% 228 91% 

HABCGA1 Configuration 6 OX Insertion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA1 Configuration 7 CX Insertion 3 100% 35 88% 10 100% 18 90% 5 100% 4 100% 70 88% 72 90% 8 100% 225 90% 

HABCGA1 Configuration 8 PBX Insertion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA1 Configuration 9 PMX Swap 3 100% 37 93% 10 100% 17 85% 5 100% 4 100% 73 91% 71 89% 8 100% 228 91% 

HABCGA1 Configuration 10 OX Swap 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA1 Configuration 11 CX Swap 3 100% 34 85% 10 100% 15 75% 5 100% 4 100% 75 94% 74 93% 8 100% 228 91% 

HABCGA1 Configuration 12 PBX Swap 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA1 Configuration 13 PMX Displacement 3 100% 31 78% 10 100% 15 75% 5 100% 4 100% 78 98% 74 93% 8 100% 228 91% 

HABCGA1 Configuration 14 OX Displacement 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA1 Configuration 15 CX Displacement 3 100% 38 95% 10 100% 16 80% 5 100% 4 100% 71 89% 72 90% 8 100% 227 91% 

HABCGA1 Configuration 16 PBX Displacement 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA2 Configuration 1 PMX Inversion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA2 Configuration 2 OX Inversion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA2 Configuration 3 CX Inversion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 79 99% 8 100% 249 100% 

HABCGA2 Configuration 4 PBX Inversion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA2 Configuration 5 PMX Insertion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA2 Configuration 6 OX Insertion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 
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HABCGA2 Configuration 7 CX Insertion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 78 98% 80 100% 8 100% 248 99% 

HABCGA2 Configuration 8 PBX Insertion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA2 Configuration 9 PMX Swap 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA2 Configuration 10 OX Swap 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA2 Configuration 11 CX Swap 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 79 99% 79 99% 8 100% 248 99% 

HABCGA2 Configuration 12 PBX Swap 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA2 Configuration 13 PMX Displacement 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA2 Configuration 14 OX Displacement 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA2 Configuration 15 CX Displacement 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 79 99% 78 98% 8 100% 247 99% 

HABCGA2 Configuration 16 PBX Displacement 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA3 Configuration 1 PMX Inversion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA3 Configuration 2 OX Inversion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA3 Configuration 3 CX Inversion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA3 Configuration 4 PBX Inversion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA3 Configuration 5 PMX Insertion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA3 Configuration 6 OX Insertion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA3 Configuration 7 CX Insertion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA3 Configuration 8 PBX Insertion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA3 Configuration 9 PMX Swap 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA3 Configuration 10 OX Swap 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA3 Configuration 11 CX Swap 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA3 Configuration 12 PBX Swap 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA3 Configuration 13 PMX Displacement 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA3 Configuration 14 OX Displacement 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA3 Configuration 15 CX Displacement 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA3 Configuration 16 PBX Displacement 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA4 Configuration 1 PMX Inversion 3 100% 32 80% 10 100% 18 90% 5 100% 4 100% 72 90% 70 88% 8 100% 222 89% 

HABCGA4 Configuration 2 OX Inversion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA4 Configuration 3 CX Inversion 3 100% 35 88% 10 100% 15 75% 5 100% 4 100% 71 89% 71 89% 8 100% 222 89% 

HABCGA4 Configuration 4 PBX Inversion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 
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HABCGA4 Configuration 5 PMX Insertion 3 100% 33 83% 10 100% 15 75% 5 100% 4 100% 70 88% 70 88% 8 100% 218 87% 

HABCGA4 Configuration 6 OX Insertion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA4 Configuration 7 CX Insertion 3 100% 31 78% 10 100% 14 70% 5 100% 4 100% 70 88% 72 90% 8 100% 217 87% 

HABCGA4 Configuration 8 PBX Insertion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA4 Configuration 9 PMX Swap 3 100% 33 83% 10 100% 13 65% 5 100% 4 100% 71 89% 71 89% 8 100% 218 87% 

HABCGA4 Configuration 10 OX Swap 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA4 Configuration 11 CX Swap 3 100% 30 75% 10 100% 14 70% 5 100% 4 100% 75 94% 74 93% 8 100% 223 89% 

HABCGA4 Configuration 12 PBX Swap 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA4 Configuration 13 PMX Displacement 3 100% 31 78% 10 100% 15 75% 5 100% 4 100% 73 91% 71 89% 8 100% 220 88% 

HABCGA4 Configuration 14 OX Displacement 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA4 Configuration 15 CX Displacement 3 100% 32 80% 10 100% 16 80% 5 100% 4 100% 71 89% 72 90% 8 100% 221 88% 

HABCGA4 Configuration 16 PBX Displacement 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA5 Configuration 1 PMX Inversion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 74 93% 74 93% 8 100% 238 95% 

HABCGA5 Configuration 2 OX Inversion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA5 Configuration 3 CX Inversion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 70 88% 71 89% 8 100% 231 92% 

HABCGA5 Configuration 4 PBX Inversion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA5 Configuration 5 PMX Insertion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 75 94% 73 91% 8 100% 238 95% 

HABCGA5 Configuration 6 OX Insertion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA5 Configuration 7 CX Insertion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 71 89% 70 88% 8 100% 231 92% 

HABCGA5 Configuration 8 PBX Insertion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA5 Configuration 9 PMX Swap 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 75 94% 73 91% 8 100% 238 95% 

HABCGA5 Configuration 10 OX Swap 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA5 Configuration 11 CX Swap 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 72 90% 68 85% 8 100% 230 92% 

HABCGA5 Configuration 12 PBX Swap 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA5 Configuration 13 PMX Displacement 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 74 93% 76 95% 8 100% 240 96% 

HABCGA5 Configuration 14 OX Displacement 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA5 Configuration 15 CX Displacement 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 70 88% 71 89% 8 100% 231 92% 

HABCGA5 Configuration 16 PBX Displacement 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA6 Configuration 1 PMX Inversion 3 100% 33 83% 10 100% 17 85% 5 100% 4 100% 74 93% 74 93% 8 100% 228 91% 

HABCGA6 Configuration 2 OX Inversion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 
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HABCGA6 Configuration 3 CX Inversion 3 100% 34 85% 10 100% 19 95% 5 100% 4 100% 71 89% 73 91% 8 100% 227 91% 

HABCGA6 Configuration 4 PBX Inversion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA6 Configuration 5 PMX Insertion 3 100% 33 83% 10 100% 18 90% 5 100% 4 100% 76 95% 71 89% 8 100% 228 91% 

HABCGA6 Configuration 6 OX Insertion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA6 Configuration 7 CX Insertion 3 100% 33 83% 10 100% 18 90% 5 100% 4 100% 70 88% 74 93% 8 100% 225 90% 

HABCGA6 Configuration 8 PBX Insertion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA6 Configuration 9 PMX Swap 3 100% 36 90% 10 100% 15 75% 5 100% 4 100% 74 93% 71 89% 8 100% 226 90% 

HABCGA6 Configuration 10 OX Swap 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA6 Configuration 11 CX Swap 3 100% 32 80% 10 100% 17 85% 5 100% 4 100% 73 91% 74 93% 8 100% 226 90% 

HABCGA6 Configuration 12 PBX Swap 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA6 Configuration 13 PMX Displacement 3 100% 31 78% 10 100% 17 85% 5 100% 4 100% 75 94% 74 93% 8 100% 227 91% 

HABCGA6 Configuration 14 OX Displacement 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA6 Configuration 15 CX Displacement 3 100% 38 95% 10 100% 17 85% 5 100% 4 100% 71 89% 71 89% 8 100% 227 91% 

HABCGA6 Configuration 16 PBX Displacement 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA7 Configuration 1 PMX Inversion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 77 96% 78 98% 8 100% 245 98% 

HABCGA7 Configuration 2 OX Inversion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA7 Configuration 3 CX Inversion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 75 94% 74 93% 8 100% 239 96% 

HABCGA7 Configuration 4 PBX Inversion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA7 Configuration 5 PMX Insertion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 76 95% 79 99% 8 100% 245 98% 

HABCGA7 Configuration 6 OX Insertion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA7 Configuration 7 CX Insertion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 72 90% 77 96% 8 100% 239 96% 

HABCGA7 Configuration 8 PBX Insertion 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA7 Configuration 9 PMX Swap 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 74 93% 8 100% 244 98% 

HABCGA7 Configuration 10 OX Swap 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA7 Configuration 11 CX Swap 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 77 96% 74 93% 8 100% 241 96% 

HABCGA7 Configuration 12 PBX Swap 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA7 Configuration 13 PMX Displacement 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 78 98% 77 96% 8 100% 245 98% 

HABCGA7 Configuration 14 OX Displacement 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 

HABCGA7 Configuration 15 CX Displacement 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 76 95% 72 90% 8 100% 238 95% 

HABCGA7 Configuration 16 PBX Displacement 3 100% 40 100% 10 100% 20 100% 5 100% 4 100% 80 100% 80 100% 8 100% 250 100% 
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The results show that all the proposed 
methods in configuration 1, configuration 3, 
configuration 5, configuration 7, configuration 9, 
configuration 11, configuration 13 and configuration 
15 (that used the PMX operator with the inversion 
mutation or with the insertion mutation or with the 
swap mutation or with the displacement mutation 
and that used the CX operator with the inversion 
mutation or with the insertion mutation or with the 
swap mutation or with the displacement mutation) 
are given 100% results equal to the best-known 
solution in FT (3), ORB (10), ABZ (5), YN (4) and 
CAR (8) instances as shown in Figure 6. 
 

 
Figure 6: The Obtained Results Of All Proposed Methods 

In Configuration 1, Configuration 3, Configuration 5, 
Configuration 7, Configuration 9, Configuration 11, 

Configuration 13 And Configuration 15 To Solve FT (3), 
ORB (10), ABZ (5), YN (4) And CAR (8) Instances. 

 
As follows from the Figure 6:  

 These proposed methods are given the best 
results independent of the hybridization type in 
FT (3), ORB (10), ABZ (5), YN (4) and CAR 
(8) instances. 

 These proposed methods that used the PMX 
independent of the mutation operator type are 
given 100% results equal to the best-known 
solution in FT (3), ORB (10), ABZ (5), YN (4) 
and CAR (8) instances. 

 These proposed methods that used the CX 
independent of the mutation operator type are 
given 100% results equal to the best-known 
solution in FT (3), ORB (10), ABZ (5), YN (4) 
and CAR (8) instances. 

 
It has been found that only the proposed 

method HABCGA2 in configuration 1, 
configuration 5, configuration 9 and configuration 

13 is given 100% results equal to the best-known 
solution in LA (40), SWV (20), TA (80) and DMU 
(80) instances as shown in Figure 7. 
 

In this hybridization type, the proposed 
method HABCGA2 that used the PMX independent 
of the mutation operator type is given 100% results 
equal to the best-known solution in LA (40), SWV 
(20), TA (80) and DMU (80) instances. 
 

 

Figure 7: The Obtained Results Of The Proposed Method 
HABCGA2 In Configuration 1, Configuration 5, 

Configuration 9 And Configuration 13 To Solve LA (40), 
SWV (20), TA (80) And DMU (80) Instances. 

 
The ranking of the proposed methods in 

terms of performance is: 

 HABCGA3 is better than HABCGA2. 
 HABCGA2 is better than HABCGA7. 
 HABCGA7 is better than HABCGA5. 
 HABCGA5 is better than HABCGA1. 
 HABCGA1 is better than HABCGA6. 
 HABCGA6 is better than HABCGA4.  

 
This is illustrated in Figure 8 and in the 

Table 5. 
 

Figure 8: The Ranking Of The Proposed Methods. 
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Table 5: The Ranking Of The Proposed Methods 
According To The Hybridization 

R
anking 

H
ybrid A

B
C

 G
A

 

ABC 

T
otal N

um
ber  

of B
enchm

ark  Instances 

 

E
m

ployed bees phase 

O
nlooker bees phase 

Scout bees phase 

1 HABCGA3 GA GA GA 250.00 100.00% 

2 HABCGA2 GA GA  249.50 99.80% 

3 HABCGA7 GA  GA 246.00 98.40% 

4 HABCGA5  GA GA 242.31 96.93% 

5 HABCGA1 GA   238.69 95.48% 

6 HABCGA6   GA 238.38 95.35% 

7 HABCGA4  GA  235.06 94.03% 

 
5. DISCUSSION 

In this paper, the authors study seven 
hybrid methods to solve job-shop scheduling 
problem. 

 
The authors’ attention was concentrated not 

only on studies and on tests of these hybrid methods 
on 250 Benchmark instances but also on their 
performance evaluation to discover the balance that 
can lead to the optimal performance of the hybrid 
ABC. 

 
Summing up the results, it can be 

concluded that: 

 Hybridization of ABC in its three phases 
(employed bees phase, onlooker bees phase and 
scout bees phase) is produced the best result in 
all configurations independent of crossover 
operator type and mutation operator type. 

 Hybridization of ABC in its two phases 
(employed bees phase and/or onlooker bees 
phase and/or scout bees phase) is produced the 
best result than hybridization of ABC in its one 
phase (employed bees phase or onlooker bees 
phase or scout bees phase). 

 Hybridization of ABC in its two phases 
(employed bees phase and/or onlooker bees 
phase and/or scout bees phase) is given 100% 
results equal to the best-known solution in LA 
(40) and SWV (20) instances independent of the 
crossover operator type and the mutation 
operator type. 

 The hybrid ABC in its two phases or in its one 
phase that use the OX and the PBX operators are 
produced better results than the hybrid ABC that 
use the CX and the MPX operators. 

 Hybridization of ABC in the employed bees 
phase is produced the best result than 
hybridization of ABC in the scout bees phase. 

 Hybridization of ABC in the scout bees phase is 
generated the best result than hybridization of 
ABC in the onlooker bees phase. 

 Hybridization of ABC in its two phases 
employed bees phase and onlooker bees phase 
is given 100% results equal to the best-known 
solution in LA (40), SWV (20), TA (80) and 
DMU (80) instances using the MPX operator 
with  inversion mutation or insertion mutation 
or swap mutation or displacement mutation. 

 
The main limitation of the research is that 

we have used only four crossover operators: PMX, 
OX, CX and PBX. 
 
6. CONCLUSION 

Due to high level of complexity of job 
shop-scheduling problem, efficient methods for 
solving this type of problem are required. 

 
The paper studies seven hybrid methods 

namely ABC, GA according to sixteen 
configurations to solve job shop scheduling 
problems with the objective of minimizing 
makespan and to test these algorithms on 250 
Benchmark instances from the classical OR-library 
to evaluate the performance and to find the balance 
that can lead to the optimal performance of the 
hybrid ABC. 

 
Based on the overall results, it can be 

decided that the proposed methods were capable to 
solve the job shop-scheduling problem successfully, 
efficiently, and robustly, which have been 
demonstrated by simulation tests on 250 Benchmark 
instances and that the paper presents a pilot study to 
find the answer about the balance between 
diversification and intensification in the artificial bee 
colony algorithm to solve the job shop scheduling 
problem. 

 
These results are in good agreement with 

other studies which have shown that the 
hybridization improves the effectiveness of the 
algorithm and leading to better quality of solutions. 

  
These results indicate how the multiple 

hybridizations, the crossover operator type, and the 
mutation operator type affect in a positive way the 
balance between diversification and intensification 
in the artificial bee colony algorithm to solve Job 
shop scheduling problem. 
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The proposed methods can be successfully 
used to solve multi objective job shop scheduling 
problem and flow shop scheduling problem and to 
solve mono objective flow shop scheduling problem. 

 
In our future research, we intend to 

concentrate for solving a multi objective job shop 
and flow shop scheduling problem using hybrid 
methods. 
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