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ABSTRACT

An information retrieval (IR) is a system that locates information in collections of unstructured or semi-structured document which are relevant to the user query. Usually, the query represented by short query that have a few features or keywords that used to describe the user needed of information. These short queries containing only a few words can be vague and ambiguous. As a result, IR system returns documents that are generally not relevant to the user’s information needs. In this paper, an automatic approach of query expansion is proposed based on latent semantic indexing (LSI) method in order to enhance the performance of the information retrieval system. Development database of queries are used to find the best match between the user query and the development queries by using LSI algorithm. The best result that obtained from LSI will combine with the user query to create a new query that used later as new input in information retrieval system to retrieve the documents. To evaluation, the information retrieval system is compared before and after query expansion by using latent semantic indexing (LSI) method. The proposed approach improved the retrieval system performance from 70% to 75% F-measure with an average relative improvement of 7.2%, and it is better than the conventional LSI approach.
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1. INTRODUCTION

Accuracy of the information retrieval (IR) system is a domain dependent. There are many factors that effect on the IR system performance such as short queries, out-of-domain problem, and out of vocabulary (OOV) [1,2,3].

The query is statements of the information that needed by the user. Sometimes, the user query is very short which have little number of features that not reflect the user information need, so this called short query [4]. Thus, when search in the IR system by using the short query to find the best relevant documents that satisfied the user need, the IR system may be failed or give mismatched documents. These retrieved documents may be far away from the user needed. Therefore, the short query problem is one of the important factors that impact on the performance of IR system [5].

Recently, query expansion (QE) has received a great deal of attention in the IR literature and the research on resolving the problem of the short query. Query expansion (QE) is an approach that have been used in the IR system which reformulates a user query in order to enhance the effectiveness of information retrieval, where by the original query of the user is enhanced by adding new features that have a similar meaning [6].

Almost all the popular techniques of the query expansion used to expand the initial user query via combining the new related features with the features of the original user query. This can also involve selective retention of features from the user query. The expanded or the reformulated query is then used to retrieve more relevant results. Automatic query expansion is actually considered as promising technique to improve the retrieval effectiveness of documents ranking [7].

The key to an effective expansion of query is how to choose features which are appropriate for the context, or the topic of the query [6].

In this work, we proposed approach to expand short queries that is based on in-domain develop dataset. It searching the related terms from this dataset to expand the original query. The main idea behind query expansion is to increase the number of features in order to get better matching and that
will affect the performance of the system. The proposed approach is applied automatically based on combining the user query and the new query expansion through the use of the semantic resources.

The rest of the paper is organized as follows: after showing the introduction in section 1, the related work is shown in section 2. Section 3 shows the information retrieval system. Section 4 explains the proposed system. Next, section 5 provides the experiments to evaluate the proposed approach. Section 6 gives the conclusions. While section 7 provides the limitations of this study. Finally, the suggestions for future works is given in the section 8.

2. RELATED WORK

There are some related works that have been proposed for information retrieval (IR) applications by using LSI and many other techniques. Also, information retrieval can be improved by using two main approaches. The first one is by develop the IR system algorithms or by improve the query modeling such as query expansion [6].

Indu et al. 2014 [8] proposed such an automatic technique for bug labeling using semantic information from the Latent Semantic Indexing (LSI). Based on the TF-IDF and LSI, the identification of the appropriate developer such as accurate assessment of priority and severity of bugs issue, the proposed system produced such automatic bug labeling system. In this approach, the accuracy results have been reached to 62.8% of the security bug reports in comparison with 53.8% accuracy for polish. However, the system has achieved 61% using TF-IDF alone.

Xiong and Callan 2015 [6] presents a method to using Freebase as a base of knowledge in order to improving the expansion of user query. A proposed method investigates the two methods for identifying the entities that associated within the user query. Also, these entities of the two methods using in order to perform the expansion of user query. Experiments done on the dataset of ClueWeb09 with the queries of TREC Web Track illustrate that those methods are 30% further effective than other query expansion algorithms. In contrast, the disadvantage of this work that it focused only on the single dataset. Furthermore, methods used in this research are independent from each other and each method gives different results.

Safi et al. 2015 [9] suggested a linguistic query expansion based on a semantic user’s profile that is suitable for the Arabic users. The proposed approach used Arabic WordNet and ontologies of the Arabic WordNet Amine to observe users’ profile by means of the hierarchal concepts and expand the user query with the suitable concepts. The proposed system has been implemented and evaluated based on using 150 queries over 50 users for testing. 130 queries was improved the performance; while other queries (20 queries) were degraded, and 7500 quires over for evaluation.

Siriguleng et al. 2015 [10] proposed a Mongolian Semantic methodology of information retrieval based on Latent Dirichlet Allocation (LDA). The main contribution of this approach is producing a new methodology that has been on using the Mongolian documents by considering the keywords and retrieval documents relationships. The experimental results show that the proposed approach gets the higher performance in the topic semantic.

Nik et al. 2016 [11] proposed a Malay hadith translated document retrieval model based on parallel Latent Semantic Indexing (LSI) methodology. In this research, such a new methodology of LSI is proposed based on using standard multi-core computers (PC). Around 2028 text documents are extracted from different four volumes of the Malay-translated book of Hadith. The experimental results show that the time consuming to create the LSI space by suing the parallel system is significantly faster than the sequential system.

Dalton et al. 2014 [12] proposed a technique of the entity query features expansion (EQFE) that enriches a user query by using the features from the entities. They find that the results of entity depend on the feature expansion in the significant improvements in the effectiveness of retrieval more than the approaches of state-of-the text expansion.

Singh et al. 2017 [13] presented an approach of fuzzy logic depended on automatic query expansion (AQE) for the document retrieval and the techniques of pseudo-relevance feedback (PRF) via mining the supplementary terms for query expansion (QE). The method computes importance degrees of the relevant terms in order to find the additional query terms. They select different and several numbers of the high (top) candidate terms depended on the similarity value within the query terms. The experimental results achieve the significant improvements through every method of the individual term selection, aggregated method and the regarding method of state-of-the-art.
Singh and Sharan 2017 [14] explored the power of combining various methods of query expansion term selection in order to improve the possibility of the information retrieval system performance by using the automatic expansion of user query. They studied the rank combination of four query expansion term selection methods on two real datasets with or without semantic filtering and semantic genetic filtering approaches. The experimental results show that the proposed approaches achieved a significant improvement over each method of the individual query expansion term selection and related state-of-the-art approaches.

Lin et al. 2018 [15] proposed a method of the Bayesian Query Expansion (BQE) in order to generate a new query with information from an initial ranking list. For each query, the top ranked candidates in the initial ranking list are selected, and the features are pooled with the query using Bayesian model. The new query is then can be used in order to produce the new ranking list, with which the process of retrieval is performed again to obtain the final results. They evaluate BQE with multiple methods of feature extraction and methods of distance metric learning on four large-scale re-ID datasets. Experiments show that the proposed approach improves the performance of baselines and is robust to feature representation and metric learning methods. They observe a consistent improvement over all baselines and report competitive performances compared with the state-of-the-art results.

Lu et al. 2015 [16] proposed an approach in order to expand the user query within the synonyms that are generated from the WordNet. The proposed approach extracts the phrases of natural language from the identifiers of the source code. After that, the expanded queries will match these phrases. Finally, it sorts out the results of the search. The empirical study shows that synonyms are used in order to expand queries of the user which help to recommend the better alternative queries.

3. INFORMATION RETRIEVAL SYSTEM

Information Retrieval (IR) is the process that used to deals with the representation, storage, and access of information for the purpose of finding the most relevant documents as a response to the request of user [17]. Mainly, the system of information retrieval consists of major steps which have been used in order to retrieve relevant documents. These steps are the database collection, preprocessing, indexing and representation, dimension reduction, matching by using one of the IR algorithms, and IR evaluation [18]. Figure (1) shows the typical information system.

![Figure (1): Information retrieval system](image)

3.1 Text Database Collection

Text database collection is the first and an essential step of information retrieval system. Different types or different formats of documents are collecting like web pages, and reports that collected from multiple resources.

3.2 Preprocessing

Preprocessing is an essential and preparatory step to test the quality of the collected data before implementing the algorithms for information retrieval. A main goal of preprocessing is to convert the different data forms into more consistent form [19]. Preprocessing involves several sub-operations which are: Tokenization, normalization, stop words removal, and the stemming [20].

3.3 Indexing

Indexing is the process of representing the content of the documents [21] through sets of weighted terms which reflects the best summarize to the content of the given documents [22, 23, 24]. There are several popular techniques that have been used with indexing process such as Term
frequency- inverse document frequency (TF-IDF) technique [25].

TF-IDF scheme is designed to consider about the feature discriminative power within and over the documents [19]. Term frequency (TF) can be define as a factor which is measuring the terms frequency that occurrence in the document, and the inverse document frequency IDF which measuring an inverse of the documents number that contains in the document term [26, 27]. TF-IDF can be calculated via using a following equation:

$$TF - IDF = f_{ij} \times \log \left( 1 + \frac{N}{N_i} \right)$$ (1)

where $f_{ij}$ is the occurrence of the word $i$ in the document $j$, while $N_i$ is the frequency of document that contains the word $i$ in the collection and $N$ is the entire number of the documents in a collection [28].

### 3.4 Dimension Reduction

To produce the very compact representation of datasets, dimension reduction is used to reduce the components number of a dataset by representing the original data as narrowly as possible with a fewer number of features. So, the goal of the dimension reduction is to produce the very compact representation of data sets with the restricted loss about the information for reducing the storage and the runtime requirements [29].

### 3.5 Information Retrieval Algorithms

The similarity scores are computed between the given user query and the feature weights by using an algorithm. K-Nearest Neighbors (KNN), Latent Dirichlet Allocation (LDA), Support Vector Machines (SVM), and LSI represents as examples of the machine learning algorithms that can be used to build IR system [30]. In the following subsection will describe LSI algorithm that used in this paper.

- **Latent Semantic Indexing (LSI)**

  LSI is the statistical method for the information retrieval which has been designed in order to help with a problem of the synonyms and polysemy words [10].

  LSI is depending on the assumption which there is the structure of underlying semantic in the textual document data. This relationship among the features and the documents can be re-described in the form of semantic structure. Also, it tries to solve problems of the lexical matching via using statistically that derived the conceptual indicators instead of the individual words for the retrieval. LSI suppose that there is some of underlying or a latent structure in the word usage which is partly obscured via the variability in a word choice [11].

  The LSI method can be described within five main steps:

  1. **Vector space model creation**: the textual documents will represent as the vectors in the vector space (A). A matrix $A$ is generated which is a vector space model (VSM) $(m \times n)$ matrix that has m features and n documents. Each cell in matrix $A[i, j]$ will represents the frequency of the word occurrence $i$ in a document $j$. Besides, the user query is also converted to vector (q). This vector contains frequency of occurrence of words from matrix $A$ in the query. Here, $q$ will be a word occurrence matrix of size $(m \times 1)$ [31].

  2. **Singular Value Decomposition (SVD)**: The rectangular matrix $A$ within the order $m \times n$ generated from step (1) is decomposed into the three matrices (U, S, and V) as in equation (2). The matrix U which consists of the left eigenvectors of matrix A and it will describe the relationships among the features and the documents. This matrix is generated by using an equation $U = A^T A$. The matrix S is the $m \times n$ diagonal matrix together with the entries that sorted in the decreased order. The S matrix entries comprise the singular values (eigenvalues) which describe related strengths for every feature. V represent the matrix which is defined via using the equation $V = A^T$, which is contains the left eigenvectors of matrix A.

$$A_{m \times n} = U \ast S \ast V^T$$ (2)

  3. **Ranking**: SVD is the method to reducing the feature space dimensionality without significant loss of the specificity. It is used in order for reducing the rank and a size of a text file. The reduced rank SVD implemented on a matrix that a
largest singular values of k are retaining while remainder values are set to 0 [32].

Let’s assume that \( A \) be an \( m \times n \) matrix, and let the rank of \( A \) be \( k \). Then matrices of \( U, S \), and \( V^T \) as shown in Figure (2) with the following properties [26, 33]:

The benefit of this reduction to the optimal rank k approximation is that the calculation of term similarity is only based on the most significant features of the document collection. The noise which blurs the clear view on the hidden relations is repressed.

4. Query vector transformation: To find the similarity degree between the vector of user query \( q \) and the documents matrix \( A \) after ranking to \( k \), query vector should be transformed into a same space as the documents, hence it is mapped into the chosen k-dimensional space as obtained in the following equation (3):

\[
q = q^T U_k S_k^{-1}
\]  

Finally, the result is ranking based on the similarities.

3.6 Performance Evaluation

The major objective of the evaluation is to estimate the IR system performance. The evaluation measure allows estimating a system ability to retrieve the relevant documents and discard irrelevant ones [34].

There are two essential measures for estimating the text retrieval quality and evaluating search strategies [35, 36]. Precision is the fraction/percentage of relevant documents among the retrieved documents. Precision can be calculated from the equation:

\[
\text{Precision} = \frac{\text{relevant retrieved}}{\text{total retrieved}}
\]  

Recall is the fraction/percentage of the relevant documents which have been retrieved over the total amount of the relevant documents [36, 22]:

\[
\text{Recall} = \frac{\text{relevant retrieved}}{\text{total relevant}}
\]  

The F-measure which is compromise from both precision and recall in order to measuring the performance of text information retrieval [34, 37]:

\[
\text{F-Measure} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]  

4. PROPOSED SYSTEM

Information retrieval with a query formed by just a few features has become a big challenge. To overcome this problem, query expansion is a good suggested idea to increase the accuracy and performance of the information retrieval. So, the query expansion is the main idea that used in the proposed system. Our idea is that the query expansion will produce a more accurate hypothesis (query) by using a development query collection that collects from different news websites. The
framework of the proposed study consists of two main steps: query combination and query expansion to expand the user query, while the second step is documents IR system to identify the most relevant documents.

Figure (3) illustrate the main diagram of the proposed system for documents retrieval based on query expansion.

The first step is query combination which deals with the collection of queries. Different queries are collected from different website in order to use it as specific development dataset. The proposed system takes advantage of the strength of specific domain of the related dataset of the queries. The main idea behind query combination is to increase the number of features in order to get better matching between the given user query and the specific domain dataset of queries. A good query becomes very important to find the relevant documents. The LSI is used to find the best matching to the user query which will be combined as expanded query. LSI is chosen because it is a statistical approach based on SVD algorithm to find semantic concepts between the terms. LSI method is used in this work as IR system because it is a powerful method of document indexing which organizes the information from documents into the semantic structure.

The first step of the proposed system tries to locate the best candidates for the user query by searching inside the related queries. Searching for the more likely matching query in the related development queries with the high score of similarity are used to select as suggested candidate. For example, assume that the \( q \) and \( Q \) is the given user query and the development dataset respectively. \( Q = \{q_1, q_2, q_3, ..., q_n\} \). Also, suppose the best candidates for \( q \) is \( q_3 \) with high similarity score. Thus, \( (q) \) and \( (q_3) \) are combined together by using and logic to create new query (\( \text{Query}_{\text{new}} \)) with more features. Figure (4) show the first stage.

Later, the expanded query (\( \text{Query}_{\text{new}} \)) is used instead of the input user query (\( q \)) in order to retrieve the documents that needs by the user.

The second stage, the matching between the queries expansion and the collection of the documents are accomplished by using LSI algorithm. Figure (5) shows the documents IR System.
To recap this stage, the query of user will compare against a collection of development queries to find the most relevance one. After that, the query expansion is done automatically by using the user query and the specific development query that results from the comparison of the queries with highest similarity value. While the second stage is using the expanded query instead of user query in order to retrieve the most relevant documents.

5. EXPERIMENTAL RESULTS

This section will discuss the results which get from the proposed system. These results have been tested and compared with results that obtained from the traditional IR system using LSI algorithm.

Databases that used in this work contains (500) English news article documents. These databases consist of four datasets. Three of this datasets are collected from British Broadcasting Corporation (BBC) news site which are: 1) Text news articles that contains (500) documents of English news articles, which has been manually collected to be used as a document corpus for information retrieval. 2) Queries list which represent a collection of queries (usually statements) that used by the user to find the information they need. This list contains (100) queries. 3) Gold standard which consists of the manual retrieval of the news documents. These documents represent the correct answer for the user query, while the latest dataset which called Development queries list represents the new queries that are collected to enhance the IR performance. This dataset is used in the proposed study in order to find the most similar query to the user query and then it will use to improve the IR result via query expansion. The development queries list is collected from other different websites which are Cable News Network (CNN), The Daily Telegraph news, al-jazeera English news, The Daily Mail news, and Independent news website. The queries list, and development queries datasets are collected manually. In additional, the gold standard dataset is evaluated manually based on the list of queries in order to use it later to evaluate the IR system performance.

LSI with information retrieval was applied. First LSI is applied without query expansion. LSI is divided for four steps which are: preprocessing, dimension reduction, SVD construction and computing the similarity by using the cosine metric. All the steps are explained in previous sections.

The preprocessing step involves several operations which are: tokenization, removed stop words, and stemming. In this study, a stop word list which contains (627) words was used. Also, the Stanford stemmer [37] is used which is a powerful and context sensitive suffix removal algorithm.

In this study, different \( k \) ranks were used to reduce the feature space. Ranks of (100, 150, 175, 200) were used and the best results was with the rank of (150). The following table (1) shows the results of \( k \) ranks with the threshold of (0.4).

<table>
<thead>
<tr>
<th>( k ) ranks</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.58</td>
<td>0.74</td>
<td>0.65</td>
</tr>
<tr>
<td>150</td>
<td>0.70</td>
<td>0.71</td>
<td>0.70</td>
</tr>
<tr>
<td>175</td>
<td>0.75</td>
<td>0.65</td>
<td>0.69</td>
</tr>
<tr>
<td>200</td>
<td>0.76</td>
<td>0.60</td>
<td>0.67</td>
</tr>
</tbody>
</table>

Table (1) The results of \( k \) ranks with the threshold of (0.4)

Also, the current study investigates the effect of different thresholds such as (0.3, 0.4, 0.5, 0.6, and 0.7) and the best result was with the threshold of (0.4). The following table (2) shows the baseline system results with rank \( k \) of (150) and different thresholds.

<table>
<thead>
<tr>
<th>Threshold</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td>0.46</td>
<td>0.84</td>
<td>0.59</td>
</tr>
<tr>
<td>0.4</td>
<td>0.70</td>
<td>0.71</td>
<td>0.70</td>
</tr>
<tr>
<td>0.5</td>
<td>0.65</td>
<td>0.49</td>
<td>0.55</td>
</tr>
<tr>
<td>0.6</td>
<td>0.44</td>
<td>0.31</td>
<td>0.36</td>
</tr>
<tr>
<td>0.7</td>
<td>0.33</td>
<td>0.18</td>
<td>0.23</td>
</tr>
</tbody>
</table>

Table (2) The baseline system results with ranks \( k \) of (150) and different threshold
Next, the performance of the proposed approach for enhancing the retrieval system output via the query expansion by using development queries list is applied. The query expansion comprises of two main steps:

A. IR system that based on LSI algorithm is build using the user queries database. Then, the development queries dataset is used to find the most similar matching between the user query and the development queries dataset. The query that have the highest score of similarity is selected for expand the user query. The selected query is combined automatically with user query by using the logic “AND” to generate the expanded query.

B. The expanded query is used to retrieve the documents instead of the user query. In this step, the extended queries are used as new input in the LSI retrieval system.

The proposed system used (100) queries for development to improve the IR system performance. Form the total (100) queries, only (40) queries retrieve more relevant documents with higher degree of similarity and F-measure scores compared to the LSI system without query expansion. While the remainder queries produced same results but with different degrees of similarity and the number of the relevant document was more specific.

The proposed system gets better results compared to the LSI system without expansion. The best results are obtained with the rank of (150) and threshold of (0.4). The following Table (3) shows the proposed system results with rank k of (150) and different thresholds.

<table>
<thead>
<tr>
<th>Threshold</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td>0.64</td>
<td>0.79</td>
<td>0.71</td>
</tr>
<tr>
<td>0.4</td>
<td>0.75</td>
<td>0.74</td>
<td>0.75</td>
</tr>
<tr>
<td>0.5</td>
<td>0.74</td>
<td>0.63</td>
<td>0.68</td>
</tr>
<tr>
<td>0.6</td>
<td>0.66</td>
<td>0.56</td>
<td>0.61</td>
</tr>
<tr>
<td>0.7</td>
<td>0.57</td>
<td>0.50</td>
<td>0.53</td>
</tr>
</tbody>
</table>

Compared to LSI without query expansion, the proposed approach shows that LSI algorithm with expanded query improves the retrieval performance on English news. The results which are found by using the expanded query represent the quality of the search that could expect to be able to retrieve documents that are wanted to maintain performance better than that of the baseline retrieval system. In addition, LSI based on query expansion exhibits much better performance.

In general, the results prove that LSI and the expanded query significantly outperform than the LSI algorithm with user query (original query).

The results show that LSI method with expanded query (P= 0.75, R= 0.74, F-measure= 0.75) is more significant compared to LSI algorithm without expanded query (P= 0.70, R= 0.71, F-measure= 0.70).
6. CONCLUSIONS

In this paper, an approach of a query expansion was proposed by making the use of LSI algorithm to retrieve the most relevant documents and to increase the performance. Thus, the essential goal of the current proposed system was investigating the effect of different queries from the development queries list by using a form of an expanded query to retrieve the documents of English news.

The results show that the query expansion displays the highest F-measure because it does take into consideration the short query problem. The results collected from IR system with query expansion provide the evidence that extending the short query gives better performance compared to the IR system without query expansion that used the short query as input. The IR system with a query expansion achieved an F-measure of 0.75; without the query expansion, it achieved an F-measure of 0.70. Generally, Experimental results show that the proposed framework improves the retrieval of English news articles.

7. LIMITATIONS OF THE STUDY:
The study has many limitations which can be listed as below:

1- The proposed approach was tested only on the English news.

2- The approach tested only on a small dataset of English news which is broadcasted in 2017.

3- The manual collection of text news articles corpus.

8. FUTURE WORKS
For the future works, there are several suggestions based on the current study such as:

4- Employing a technique that preserves the top similar queries which results and use it as a database for the entered user query such as clustering techniques.

5- The proposed system also can be used with other languages such as Arabic via using the preprocessing which can be appropriate for it.

6- The proposed system can be used to retrieved documents by searching inside classified news to enhance the IR performance, reduces the time, and computational operations instead of searching inside unclassified news.
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