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ABSTRACT

For safe navigation of visually impaired, an assistive system that can estimate the distance between visually impaired and obstacle and can intimate the user is needed. Estimation of the distance between an obstacle and visually impaired (user) is challenging due to artifacts in the real environment such as variation in speed of obstacle and non-uniform illumination conditions. This paper presents a novel algorithm to estimate the distance of an obstacle from the user using Speeded Up Robust Features (SURF). Instead of traditional distance measurement sensors, SURF features are used for distance measurement of an obstacle from visually impaired. The input video frames are preprocessed, and correction for non-uniform illumination is applied. The dominant points in each input video frame are located. The correspondence between the dominant points in successive frames is derived. For a typical camera, the average magnitude of SURF features is a linear function of a distance between the user and the obstacle. This function is used to estimate the distance between obstacle and user. The proposed algorithm is tested on videos recorded in a dynamic environment. For videos captured with Microsoft webcam, an average % error for distance estimation is 1.31%, and for speed, estimation is 4.18%. For videos captured with an Iball camera, the average % error for distance estimation is 2.134%, and for speed, estimation is 0.399%. The performance of the proposed algorithm is compared with existing techniques on the basis of an error in distance estimation, standard deviation, space complexity, and time complexity.
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1. INTRODUCTION

Human beings can extract and investigate the information of the real world from visual input. During navigation, the information is being used for ease of environment access. For a normal person, the navigation in a familiar or unfamiliar environment becomes hassle-free as he can avoid the obstacle in the path by taking the appropriate decision and can reach the destination safely. However, for visually impaired it is challenging to reach the destination using an only white cane for support. Mobility is the primary concern for them during their navigation [1]. As per the meta-analysis of datasets relevant to global vision impairment and blindness [2], a total of 253 million people were visually impaired in 2015. Obstacle avoidance during their navigation is the measure challenge for them. If adequate information is provided during their traveling path, they will move around comfortably in an unknown environment.
The proposed system will allow visually impaired to navigate in a dynamic environment independently by informing the distance of the obstacle from visually impaired. It will provide an alert signal to the visually impaired for decision making. This work mainly focuses on distance measurement of moving obstacle/pedestrian coming towards visually impaired. This work focuses on the development of an algorithm to estimate the distance between the obstacle and visually impaired (user) using a single camera mounted at an appropriate location using SURF features. For a typical camera, the average magnitude of SURF features computed around matched dominant points of successive frames is a linear function of a distance between camera and obstacle. The proposed algorithm is tested on the videos captured using two cameras with different specifications. The proposed technique is free from signal interference and noise which are inherent in existing techniques. Also, the memory requirement and computational complexity are less as compared with the system using a stereo camera. The feature descriptor used in the proposed algorithm is compared with SIFT descriptor on the basis of space complexity and time complexity. Also, the other methods based on active sensors like ultrasonic, infrared and laser are compared on the basis of accuracy. The paper is organized into five sections. Section 2 presents a brief review of existing methods. The proposed algorithm is elaborated in Section 3. Experimentation and results are shown in Section 4. Conclusions are discussed in Section 5.

2. RELATED WORK

It is possible to identify the location of an object in three-dimensional space by using two cameras known as stereo cameras. The software can determine the location of an object by taking inputs from two cameras separated by a finite distance. The depth of the object is inversely proportional to the disparity. The disparity is the distance between two corresponding points in the left and right images of the stereo camera [1]. The dense disparity map is used to detect potential obstacles in indoor and outdoor scenes. RANSAC algorithm is used to find ground plane truth to get the location of obstacles [3]. The dense disparity map is also generated using spline and genetic algorithm [4]. It is proven that the dense disparity maps extracted from stereo camera result in inconsistency during navigation and it fails to find out an appropriate waypoint and safe path, so RGB-D cameras are used for indoor navigation [5]. RGB-D cameras illuminate a scene with a structured light pattern; they can be used to estimate the depth in a scene with poor visual texture. A real-time system for obstacle detection and avoidance is implemented to assist visually impaired using these dense disparity maps generated with a mobile Kinect camera [6]. In this, the information about the predefined obstacles such as the distance is conveyed to the user by the use of the electrode matrix [7]. Another approach is to use Electromagnetic pulses [8] to detect the location of single or multiple objects. Range finding technologies like ultrasound [9], infrared [10], laser [11, 12], stereo and ultrasonic [13] are also used to measure the distance between obstacles and visually impaired in many assistive systems. Obstacle shape, obstacle texture, cross talk, and perceptual aliasing are the limitations of ultrasound sensors. An object collision detection algorithm based on stereo vision uses the Peano-Hilbert Ensemble Empirical Mode Decomposition (PH-EEMD) for disparity image processing and a two-layer disparity image segmentation to detect nearby objects [14]. When the objects are occluded, and depth information is missing, the image recognition becomes a challenging task. Shape driven modeling technique is used to estimate the depth information [15] by estimating correspondences between image and multiple models. Shape from shading, shape from texture, shape from boundary can be used to compute 3D orientation [16]. A supervised learning approach is used to map the features of an object to their ground truth depth [17]; a 3D laser scanner is used to collect the training data. On "depth from defocus" (DFD) approaches, the depth information is estimated based on the amount of blur of the considered object, whereas "depth from focus" (DFF) approaches tend to compare the sharpness of an object over a range of images taken with different focus distances in order to find out its distance from the camera. DFF only needs two to three images at a different focus to properly work, whereas DFF needs ten to fifteen images at least but is more accurate than the previous method [18]. It is possible to estimate depth using different types of motion automatically. In the case of camera motion, the depth map of the entire scene can be calculated. Also, object motion can be detected, and moving areas can be assigned with smaller depth values than the background [18]. A depth estimation technique is derived from a single image based on the local depth hypothesis [19] to assist the visually impaired. The background and foreground are separated using canny edge detection algorithm followed by morphological operations. Smartphone-based visual obstacle
detection for visually impaired in navigating indoor environments is developed [20]. It computes optical flow and tracks the obstacles. A context-aware data fusion technique for the sensors is used to determine the frame rate of the video stream on smartphones. A real-time system [21] detects both static/dynamic objects in a video stream. The interest points which are the pixels located in a cell’s center of the image are selected based on image-grid. The Lucas-Kanade algorithm tracks these selected points. The RANSAC algorithm is applied to these points reclusively to detect the background motion. A System based on the SIFT algorithm is described [22] to store the map of the path and SIFT features are used to track the path during navigation of visually impaired. The algorithm for obstacle detection in indoor navigation is proposed [23] for pre-stored floor images, and the acquired floor image is compared with pre-stored images and mean square error of two frames is calculated. Zero mean square error indicates no obstacle on the floor. A novel approach based on SIFT (the Scale Invariant Feature Transform) is used to estimate the depths of objects in two images captured by an un-calibrated camera. Objects in the images are matched using SIFT feature extraction. Lastly, an object’s depth is calculated by the lengths of a pair of straight-line segments [24].

Our work focuses on the development of an algorithm to estimate the distance between the obstacle and visually impaired (user) using a single camera mounted at an appropriate location using SURF features. For a typical camera, the average magnitude of SURF features computed around matched dominant points of successive frames is a linear function of the distance between camera and obstacle. The main difference between existing methods for distance estimation and the proposed method is that the proposed technique does not make use of an ultrasonic sensor or LASER to compute the distance. The proposed method uses features of an obstacle for distance measurement. The existing methods use obstacle features for detecting obstacle only, these features are not used for distance measurement. The proposed algorithm uses the video frames captured by a camera suitably mounted by the user. The proposed technique is free from signal interference and noise which are inherent in existing techniques. Existing methods based on disparity map using stereo cameras require more memory as well as increased computational time as compared to the proposed method. The proposed method uses a single camera to estimate the distance of the obstacle from the user.

3. PROPOSED METHODOLOGY

This paper presents a technique for estimation of the distance between obstacle and user using Speeded Up Robust Features (SURF). Figure 1 presents a flow chart of the proposed algorithm. Initially, the frames of the videos captured under uncontrolled environments provide inputs to this algorithm and frames are preprocessed which includes resizing and applying the correction for non-uniform illumination using mean normalization. For every pair of successive input frames, the dominant points on the moving obstacle are detected and matched using SURF. For a typical camera, the average magnitude of SURF features computed around matched dominant points is a linear function of the distance between obstacle and user. The stages of the algorithm are elaborated in detail in the following subsections.

3.1 Preprocessing

As the input videos are captured under the unconstrained environment, the preprocessing of each frame is necessary. Initially, the frame is converted to size n x n. Further, the color image is converted to an 8-bit gray scale image for further processing [25, 26]. For the given image \( I(x,y) \), the gray scale image is obtained as Equation (1),

\[
I_{\text{gray}}(x,y) = 0.2989 I_{R}(x,y) + 0.5870 I_{G}(x,y) + 0.1140 I_{B}(x,y)
\]

where

\[ I_{\text{gray}}(x,y) = \text{Output 8 bit gray scale image} \]
\[ I_{R}(x,y) = \text{Red channel input image} \]
\[ I_{G}(x,y) = \text{Green channel input image} \]
\[ I_{B}(x,y) = \text{Blue channel input image} \]

Due to non-uniform illumination present in the input image, correction for the same is applied. Non-uniform illumination is corrected by applying normalization [27]. For the gray scale image obtained from Equation (1), mean normalized image \( I_{\text{norm}}(x,y) \) is obtained as in Equation (2),

\[
I_{\text{norm}}(x,y) = \frac{(I_{\text{gray}}(x,y) - \text{Mean} I_{\text{gray}}(x,y))}{\text{Max} I_{\text{gray}}(x,y) - \text{Min} I_{\text{gray}}(x,y)}
\]
where \( \text{Min}_{\text{GRAY}}(x,y) \), \( \text{Max}_{\text{GRAY}}(x,y) \) and \( \text{Mean}_{\text{GRAY}}(x,y) \) are minimum, maximum and mean intensity values of gray scale image \( I_{\text{gray}}(x,y) \). The normalized image is converted to an 8-bit image.

### 3.2 Detection of Dominant Points

Feature points of consecutive frames, i.e., \( I_{\text{norm}} \) and \( I_{\text{norm1}} \) frame are detected using the SURF algorithm. It is Speeded up robust feature algorithm [28] based on the multiscale analysis. The detection of features in SURF is based on scale-space representation. The scale-space theory is used to handle the image structure at different scales. Scale-space representation is parameterized by the size of the smoothing kernel. It is known as scale parameter \( \sigma \). SURF uses first and second-order differential operators. These operations are speeded up by the use of box filter techniques [29]. The box filters are evaluated using integral images. Integral
images offer speed gain and reduced computational complexity [30, 31]. At any point \( X(x, y) \) in the
\[ I_{\text{integral}}(x, y) = \sum_{x=0}^{X} \sum_{y=0}^{Y} I_{\text{norm}}(x, y) \] (3)
So in an integral image, the value of any point is the sum of all the pixels above and to the left of \( X(x, y) \) in the original image [32]. Dominant points in an image are the points of maximum intensity change in the image. A blob detector based on the Hessian matrix is used to localize the dominant points. Initially a multiscale representation \( L(x, y, \sigma) \) of the integral image \( I_{\text{integral}}(x, y) \) is obtained as in Equation (4),
\[ L(x, y, \sigma) = g(x, y, \sigma) \ast I_{\text{integral}}(x, y) \] (4)
where \( g(x, y, \sigma) \) is the Gaussian kernel given by Equation (5),
\[ g(x, y, \sigma) = \frac{1}{2\pi\sigma^2} e^{-\frac{x^2+y^2}{2\sigma^2}} \] (5)
where \( \sigma \) is the scale parameter of the Gaussian kernel at point \( X(x, y) \) in image \( I_{\text{integral}}(x, y) \). Multi-scale blob detectors can be obtained from local maxima and local minima of the Laplacian operator or the determinant of the Hessian matrix. Given a point \( X(x, y) \) in an Integral image \( I_{\text{integral}}(x, y) \), the Hessian matrix \( H(X, \sigma) \) in X with scale \( \sigma \) [33] is defined as in Equation (6),
\[ H(X, \sigma) = \begin{bmatrix} L_{xx}(X, \sigma) & L_{xy}(X, \sigma) \\ L_{yx}(X, \sigma) & L_{yy}(X, \sigma) \end{bmatrix} \] (6)
where \( L_{xx}(X, \sigma) \) is the convolution of the Gaussian second order derivative with the image \( I_{\text{integral}}(x, y) \), as shown by Equation (7), and similarly \( L_{xy}(X, \sigma) \) and \( L_{yy}(X, \sigma) \) are the second-order derivatives of the integral image.
\[ L_{xx}(X, \sigma) = \frac{\partial^2}{\partial x^2} g(\sigma) \otimes I_{\text{integral}}(X) \] (7)
The determinant of the Hessian matrix is given by Equation (8),
\[ |H(X, \sigma)| = (L_{xx} L_{yy} - L_{xy}^2) \] (8)
To speed up the calculations, SURF approximates \( L_{xx}, L_{xy}, L_{yy} \) with the box filter resulting respectively in \( D_{xx}, D_{xy}, D_{yy} \) [28, 34] as given by Equation (9),
\[ H_{\text{approx}}(X, \sigma) = \begin{bmatrix} D_{xx}(X, \sigma) & D_{xy}(X, \sigma) \\ D_{yx}(X, \sigma) & D_{yy}(X, \sigma) \end{bmatrix} \] (9)
The maximum value of the determinant of Hessian gives an interest point. Thus, the interest points, including their scales and locations, are detected in approximate Gaussian scale space. The size of the box filter is varied with octaves and intervals as given by Equation (10),
\[ \text{Filter Size} = 3 \times (2^{\text{octave}} \times \text{interval} + 1) \] (10)
Interest points are identified at different scales to search for correspondence. Gaussian filter is applied to the images repeatedly to smooth the image with scale factor given by Equation (11),
\[ \sigma = \frac{\text{current filter size} \times \text{Base filter scale}}{\text{Base filter size}} \] (11)
The output of the 9×9 filter is considered as the initial scale layer with scale parameter \( \sigma=1.2 \) [28]. The image is filtered with a size of 9×9, 15×15, 21×21, 27×27 and so on. The scale space is divided into a number of octaves. Scale parameter for octave 1 are calculated as shown in Equation (12) using Equation (10) and Equation (11),
\[ \sigma_1 = 9 \times \frac{1.2}{9} = 1.2 \]
\[ \sigma_2 = 15 \times \frac{1.2}{15} = 2 \]
\[ \sigma_3 = 21 \times \frac{1.2}{21} = 2.8 \]
\[ \sigma_4 = 27 \times \frac{1.2}{27} = 3.6 \] (12)
Box space octaves with intervals, filter size, and corresponding scales are tabulated in Table 1. Each octave spans a number of scales that are analyzed using different size filters. The feature descriptor is computed based on the regions extracted around the feature detected. The descriptors are calculated using local gradient computations.

<table>
<thead>
<tr>
<th>Octave</th>
<th>Interval</th>
<th>Filter size</th>
<th>Scale ( \sigma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>9</td>
<td>1.2</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>15</td>
<td>2.0</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>21</td>
<td>2.8</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>27</td>
<td>3.6</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>15</td>
<td>2.0</td>
</tr>
</tbody>
</table>

Table 1: Box Space Octaves With Intervals, Filter Size, And Scales
3.3. Computation of Feature Vectors

Feature vectors are the descriptors of the dominant points. These feature vectors are computed for every dominant point obtained earlier for every image. A square region of a size 20 times of filter scale, σ is extracted around the detected dominant point [28]. The interest region is then split into smaller $4 \times 4$ sub-regions, and for every sub-region, Haar wavelet responses are obtained in the horizontal and vertical direction. All $4 \times 4$ sub-regions are sampled $5 \times 5$ times to obtain the Haar wavelet response. These responses are weighted with Gaussian function centered at the interest point [35]. Let $d_x$ = Haar response in the horizontal direction and $d_y$ = Haar response in the vertical direction. The Haar wavelet responses $d_x$ and $d_y$ are summed up for every sub-region and are the part of the feature vector. Absolute values of $|d_x|$ and $|d_y|$ are calculated to know the polarity of intensity changes and are also part of the feature vector. So each sub-region is represented by a feature vector as given by Equation (13),

$$v = [\Sigma d_x \Sigma d_y \Sigma|d_x| \Sigma|d_y|]_{1x4} \ (13)$$

This results in a descriptor vector, $\Phi$ for all $4 \times 4$ subregions feature vectors ($v1, v2, v3, \ldots, v16$) concatenated of length 64 as given by Equation (14),

$$\Phi = [v1 \ v2 \ v3 \ldots v16]_{1x64} \ (14)$$

This descriptor is normalized to make it invariant to illumination changes. Figure 2 shows a sample image with 83 dominant points detected.

3.4. Matching of Dominant Points

The feature descriptor represents every feature vector. Two features are matched if the distance between two descriptor vectors is minimum/small. For the feature matching process, the method proposed by Lowe [36] is referred. The Euclidian distance between SURF descriptors is used to determine the corresponding feature point pairs in consecutive images. This feature matching process gives a set of inliers, i.e. dominant points discarding outliers. A set of inliers is used further for the estimation of the distance between user and obstacle. For two consecutive frames $I_{norm}(x,y)$ and $I_{norm1}(x,y)$ the number of features to be matched are $(f_k)_{norm}$ and $(f_l)_{norm1}$, the corresponding feature descriptors are $(\Phi_1, \Phi_2, \Phi_3, \ldots, \Phi_k)_{norm}$ and $(\Phi_1, \Phi_2, \Phi_3 \ldots \Phi_l)_{norm1}$. All feature descriptors are 64-dimensional vectors.

For feature comparison, for every feature descriptor $\Phi_k$ of frame $I_{norm}(x,y)$, Euclidean distance $d_{k,l}$ is calculated with respect to all candidate feature descriptors $\Phi_l$ of frame $I_{norm1}(x,y)$ as given by Equation (15) [31],

$$d_{k,l} = ||\Phi_k - \Phi_l||_2^2 \ (15)$$
The strong match of dominant points is the minimum Euclidean distance [31] as given by Equation (16),

\[ d_{k,l} = \arg \min d_{k,l} \]  

(16)

3.5. Estimation of Distance

Feature descriptors of dominant points are used to derive the correspondences between the dominant points of consecutive frames. These dominant points are referred to as inlier points. Figure 3 shows the matching of dominant points known as inliers.

The inlier points are further used to estimate the distance of the obstacle from the user. For every frame, the average feature intensities are calculated. The graph of frames vs. average of inlier point’s intensities are plotted, and the relationship is established as given by Equation (17),

\[ m = a_0 n + a_1 \]  

(17)

where \( n \) = number of frames, \( m \) = average of inlier point’s intensities. For a typical Microsoft webcam used in experimentation, \( a_0 = 26 \) and \( a_1 = 42 \). The average of the feature intensities is used to estimate the distance of the obstacle from the visually impaired.

4. EXPERIMENTATION & RESULTS

For implementation and testing of the proposed algorithm the hardware platform, Intel Core i5, CPU@1.6 GHz and RAM 6 GB with Windows 10, MATLAB 8.5 (R2015a) computational facility is used. The performance of the proposed algorithm is evaluated on databases. Databases are created under dynamic environment, i.e. the change in the parameter like the height of the object, the speed of the object, the distance between camera and obstacle, the height of the camera, ambient light condition. Dominant points are extracted and matched using SURF descriptors; these points are known as inliers. The average of inlier point’s intensities is calculated, and frames vs. average are plotted as shown in Figure 4, 5, 6.

<table>
<thead>
<tr>
<th>Camera</th>
<th>Specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microsoft webcam</td>
<td>15 frames/sec, 640*480 resolution</td>
</tr>
<tr>
<td>Iball Camera</td>
<td>30 frames/sec, 320*240 resolution</td>
</tr>
</tbody>
</table>

The proposed algorithm is tested on indoor videos as well as outdoor videos. The object (pedestrian) is moving towards the camera. Databases are created under dynamic environment, i.e. the change in the parameter like the height of the object, the speed of the object, the distance between camera and obstacle, the height of the camera, ambient light condition. Dominant points are extracted and matched using SURF descriptors; these points are known as inliers. The average of inlier point’s intensities is calculated, and frames vs. average are plotted as shown in Figure 4, 5, 6.
The number of frames is plotted on the x-axis, and the average of inlier point’s intensities is plotted on the y-axis. The Video 1 captured by Microsoft webcam is of 6-sec duration in which the pedestrian covers 6 m to 1.5 m distance towards the camera. The Video 2 captured by Microsoft webcam is of 9-sec duration in which the pedestrian covers 6 m to 1.5 m distance towards the camera. The Video 3 captured using IBALL camera, is of 5-sec duration in which the pedestrian covers 6 m to 2 m distance towards the camera. The frame number and inlier feature intensities are linear with the values of $a_0$ and $a_1$ as shown in Table 3.

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Video</th>
<th>$a_0$</th>
<th>$a_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Video 1 Microsoft webcam</td>
<td>26</td>
<td>42</td>
</tr>
<tr>
<td>2</td>
<td>Video 2 Microsoft webcam</td>
<td>26</td>
<td>97</td>
</tr>
<tr>
<td>3</td>
<td>Video 3 IBALL camera</td>
<td>33</td>
<td>$1.7 \times 10^2$</td>
</tr>
</tbody>
</table>

The relation between $m$ and $n$ are approximated with 1st order polynomial as given by Equation (18), (19) and (20) for videos 1, 2 and 3 respectively,

$m = 26n + 42$  \hspace{1cm} (18)

$m = 26n + 97$  \hspace{1cm} (19)

$m = 33n + 1.7 \times 10^2$  \hspace{1cm} (20)

where $n$= number of frames, $m$ = average of inlier point’s intensities.

### 4.1 Calibration Curve

The video 2 is captured with a 15fps rate; the pedestrian (moving object) covers 6 m to 1.5 m distance towards the camera. The total duration of the video is 9 sec. So, using the basic fitting equation, the relation between $n$, number of frame and $D$, the distance of an obstacle from the camera is obtained as given by Equation (21),

$$D = -0.033n + 6$$  \hspace{1cm} (21)

Distance vs. the average of inlier point’s intensities for Video 2 is plotted using Equation (19) and (21) shown in Figure 7. Using the same equations, estimated and actual distance of pedestrian from visually impaired is obtained. The % error for distance is calculated. From estimated distance speed is determined and compared with actual speed. The results are tabulated in Table 4.
The results are derived with zooming Figure 5 as shown in Figure 8, for intensity, \( m = 1664 \), the actual frame is 58 and the estimated frame is 60.03. Using Equation (21), actual obstacle distance is 4.02 meters and the estimated obstacle distance is 4.09 meters. Absolute error of obstacle distance = -0.07 meters, \% error of obstacle distance = -1.64\%. For actual speed, frame number 40 and 58 are considered. For 18 frames, with 15fps camera specification, time required is 1.2 sec, distance covered is \( 4.68 - 4.09 = 0.59 \) meters and actual speed = \( \frac{0.59}{1.2} = 0.5 \) m/sec.

Using estimated frame number and estimated distance, estimated speed = 0.501 m/sec. Absolute speed error and \% speed error is calculated.

The video 3 is captured with the 30fps rate for the pedestrian (moving object) who covers 6 m to 2 m distance towards the camera. The total duration of the video is 5 sec. So, using the basic fitting equation, the relation between the number of frame and distance of an obstacle from the camera is obtained as given by Equation (22),

\[
D = -0.026n + 6 \tag{22}
\]

Using Equation (20) and Equation (22), estimated and actual distance of pedestrian from visually impaired is obtained. The absolute error for distance is calculated. From estimated distance speed is estimated and compared with actual speed. The results are tabulated in Table 5.
Table 5: Frame Number, The Average Of Inlier Point’s Intensities, Obstacle Distance, Absolute Error And Speed For Video 3 Captured By IBALL Camera

<table>
<thead>
<tr>
<th>Sr. No</th>
<th>Actual frame number</th>
<th>Actual Obstacle distance (T) in meters, D</th>
<th>Frame number, n</th>
<th>The ave. of inlier point’s intensities, m</th>
<th>Estimated obstacle distance (M) in meters, D</th>
<th>% error for distance=(M − T) × 100/T</th>
<th>Actual Speed, m/sec SA</th>
<th>Estimated Speed, m/sec SE</th>
<th>% error for speed = (SE − SA) × 100/SA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20</td>
<td>5.48</td>
<td>16.53</td>
<td>710.60</td>
<td>5.57</td>
<td>1.65</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>40</td>
<td>4.96</td>
<td>40.09</td>
<td>1486.00</td>
<td>4.96</td>
<td>-0.05</td>
<td>-0.780</td>
<td>-0.777</td>
<td>-0.41792</td>
</tr>
<tr>
<td>3</td>
<td>60</td>
<td>4.44</td>
<td>62.69</td>
<td>2228.00</td>
<td>4.37</td>
<td>-1.58</td>
<td>-0.780</td>
<td>-0.783</td>
<td>0.408441</td>
</tr>
<tr>
<td>4</td>
<td>80</td>
<td>3.92</td>
<td>84.96</td>
<td>2953.00</td>
<td>3.79</td>
<td>-3.29</td>
<td>-0.780</td>
<td>-0.781</td>
<td>0.169251</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>3.40</td>
<td>104.30</td>
<td>3592.00</td>
<td>3.29</td>
<td>-3.29</td>
<td>-0.780</td>
<td>-0.776</td>
<td>-0.56479</td>
</tr>
<tr>
<td>6</td>
<td>120</td>
<td>2.88</td>
<td>120.50</td>
<td>4123.00</td>
<td>2.87</td>
<td>-0.45</td>
<td>-0.780</td>
<td>-0.778</td>
<td>-0.2849</td>
</tr>
<tr>
<td>7</td>
<td>140</td>
<td>2.36</td>
<td>135.80</td>
<td>4622.00</td>
<td>2.47</td>
<td>4.63</td>
<td>-0.780</td>
<td>-0.784</td>
<td>0.553042</td>
</tr>
</tbody>
</table>

The actual speed is calculated using the actual frame number, actual obstacle distance, and camera frame rate. The estimated speed is obtained using frame number, estimated obstacle distance, and camera frame rate. The absolute error between actual and estimated distance/speed is calculated. The spread of absolute error around mean absolute error is given by standard deviation. The standard deviation for absolute error is given by Equation (23),

\[
\text{Standard deviation} = \sqrt{\frac{\sum (p-\mu)^2}{N}} \quad (23)
\]
The algorithm uses Speeded up robust feature extraction (SURF) to identify objects. SURF has improved during their navigation. The proposed algorithm is used to provide an alert to visually impaired during their navigation. The system captures 30 images per second of 320 × 320 resolution. The average accuracy of 94.11% is attained. M. Hossein, et al., [40] used a laser transmitter and mirror. The mirror is rotated and two images are taken, the different pixel positions for the same object in the image is used to calculate the distance. 96% accuracy is obtained with this methodology. Without any external distance measuring tools, Kh. A. Rahman [39] developed the distance measurement solution by measuring the distance between two eyes of the person. A mathematical relation is obtained between eye distance and person to camera distance. The system captures 30 images per second of 320 × 320 resolution. The average accuracy of 94.11% is attained. M. Hossein, et al., [40] used a laser transmitter and CMOS camera for accurate distance measurement. The mathematical relation between distance and pixels covered by the laser beam is established and they claimed 99.62% accuracy. Abu Hassen et al. [41] provided the distance measurement solution using stereo cameras, Logitech HD Webcam C270. A 3D model is constructed using multiview calibration to extract the distance information. This technique achieved a mean error of 1.717% giving 98.23% accuracy in distance measurement.

Table 6: Algorithm Performance For Different Videos

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>The average of % error for obstacle distance (%)</th>
<th>The standard deviation for error in distance measurement</th>
<th>The average of % error for obstacle speed (%)</th>
<th>The standard deviation for error in speed measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microsoft webcam</td>
<td>1.31</td>
<td>0.0414</td>
<td>4.18</td>
<td>0.02</td>
</tr>
<tr>
<td>Ball Camera</td>
<td>2.134</td>
<td>0.0959</td>
<td>0.399</td>
<td>0.005</td>
</tr>
<tr>
<td>Average</td>
<td>1.722</td>
<td>0.0686</td>
<td>2.28</td>
<td>0.012</td>
</tr>
</tbody>
</table>

5. CONCLUSIONS

This paper presents an algorithm to measure the distance of the obstacle from visually impaired and to provide an alert to visually impaired during their navigation. The proposed algorithm uses Speeded up robust feature extraction and matching technique for getting the average of features. For two consecutive frames l_norm(x, y) and l_norm1(x, y) the number of features to be matched are \( f_k \)_{norm} and \( f_i \)_{norm1}. The corresponding feature descriptors are \( \Phi_1, \Phi_2, \Phi_3, \ldots, \Phi_k \)_{norm} and \( \Phi_1, \Phi_2, \Phi_3, \ldots, \Phi_i \)_{norm1}. All feature descriptors are 64-dimensional vectors. To obtain the correspondence of feature points between two consecutive frames using SURF, number of computations required = \( k \times l \times 128 \), whereas in SIFT (Scale Invariant Feature Transform), feature descriptors are 128-dimensional vectors [37], number of computations required = \( k \times l \times 128 \). So time complexity is less in SURF i.e. feature matching time is less in SURF.

Similarly, space complexity in SURF to derive the correspondence of feature points between two consecutive frames is given by, \((64 \times k) + (64 \times l) + (64 \times m)\) whereas using SIFT, it is \((128 \times k) + (128 \times l) + (128 \times m)\). So space complexity is less in SURF.

The algorithm is tested with different objects (heights) with variable walking speed under different illumination. The estimated distance between the moving object and still camera is obtained. The actual distance and estimated distance is compared. The % error and standard deviation for distance and speed are calculated. A value of standard deviation for error in distance measurement (0.0414 & 0.0959) indicates that observed values of obstacle distance and actual distance are very near to mean value. The speed of a moving obstacle is calculated using the camera frame rate and obstacle distance. A value of standard deviation for error in speed measurement (0.02 & 0.005) indicates that observed values of obstacle speed and actual speed are very near to mean value.

H Kim et al. [38] presented distance measurement using a single camera and rotating mirror. The mirror is rotated and two images are taken, the different pixel positions for the same object in the image is used to calculate the distance. 96% accuracy is obtained with this methodology. Without any external distance measuring tools, Kh. A. Rahman [39] developed the distance measurement technique by measuring the distance between two eyes of the person. A mathematical relation is obtained between eye distance and person to camera distance. The system captures 30 images per second of 320 × 320 resolution. The average accuracy of 94.11% is attained. M. Hossein, et al., [40] used a laser transmitter and CMOS camera for accurate distance measurement. The mathematical relation between distance and pixels covered by the laser beam is established and they claimed 99.62% accuracy. Abu Hassen et al. [41] provided the distance measurement solution using stereo cameras, Logitech HD Webcam C270. A 3D model is constructed using multiview calibration to extract the distance information. This technique achieved a mean error of 1.717% giving 98.23% accuracy in distance measurement.
Disparity maps generated from stereo cameras are used to determine the distance of moving an object from the camera by Yasir et al. [42] with a Nikon 5300 DSLR camera, EF 50-mm f/1.8L lens. They have obtained a 2.13% error in distance measurement. Our results are compared with work done by other authors as shown in Table 7. Our method is superior as compared to the stereo camera in terms of % accuracy, time complexity, memory complexity and number of cameras. Other methods need additional tools such as a laser or rotating mirror. The proposed method provides a SURF feature-based novel solution for distance measurement using a single camera.

Table 7: Comparison Of Proposed Method Findings With Other Methods

<table>
<thead>
<tr>
<th>Author</th>
<th>% accuracy for distance estimation</th>
<th>Method used for distance estimation</th>
</tr>
</thead>
<tbody>
<tr>
<td>H. Kim, et al.</td>
<td>96</td>
<td>Pixel correspondence of object in the images using Camera and rotating the mirror</td>
</tr>
<tr>
<td>Kh. A. Rahman, et al.</td>
<td>94.11</td>
<td>Pixel distance between two Eyes using the camera</td>
</tr>
<tr>
<td>M. Hossein, et al.</td>
<td>99.62</td>
<td>Laser Imaging, no of pixels covered by laser beam captured by a single camera</td>
</tr>
<tr>
<td>Abu Hassen et al.</td>
<td>98.23</td>
<td>3D reconstruction using the Stereo camera</td>
</tr>
<tr>
<td>Yasir et al.</td>
<td>97.87</td>
<td>Disparity map generation using the Stereo camera</td>
</tr>
<tr>
<td>Proposed method</td>
<td>98.27</td>
<td>Average of SURF features of an object using Single web camera</td>
</tr>
</tbody>
</table>

The information about obstacle distance and speed of moving obstacle can be utilized for safe navigation of visually impaired.
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