
Journal of Theoretical and Applied Information Technology 
30th September 2019. Vol.97. No 18 

 © 2005 – ongoing  JATIT & LLS   

 

ISSN: 1992-8645                                                                  www.jatit.org                                                      E-ISSN: 1817-3195 

 
4897 

 

CLASSIFICATION OF WILD BIRD BY BEHAVIOR WITH 
FASTER R-CNN FOR COMPLICATED ENVIRONMENT LIKE 

ORCHARD 
 

1CHEOL WON LEE, 2AZAMJON MUMINOV, 3DAEYOUNG NA, 4HEUNG SEOK JEON 
1,2,4Konkuk University, Department of Computer Engineering, Chungju 27478, Rep. of Korea 

3Handong Global University, Global Leadership School, Pohang   37554, Rep. of Korea 

E-mail:  1e10000won@gmail.com, 2azammuminov92@gmail.com, 3soriru@daum.net, 
4hsjeon@kku.ac.kr(Corresponding Author) 

 
 

ABSTRACT 
 

Wild birds cause significant damages to agricultural crops in orchards every year. The previous wild bird 
detection algorithms have limitations that cannot be accurately detected because of the biological 
characteristics of wild birds. In this paper, we propose a vision-based real-time wild bird detection 
algorithm that operates in a complicated environment like orchard using Faster R-CNN of deep learning. 
That is the Wild Bird Behavior Classification (WBBC) algorithm, classifies wild birds according to their 
behavior, which intended to improve the detection accuracy in a complicated environment. We verified the 
benefit of Behavior Classification model and the performance of the WBBC algorithm through 
experiments. In our experiments, the Behavior Classification shows 3.6 percent growth than unused. The 
WBBC algorithm has detected by 95.7 percent of average accuracy in a variety of environments. 

Keywords: Computer Vision, Bird, Detection, Faster RCNN, Deep Learning. 
 
1. INTRODUCTION 

 

From the past to the present, to repel wild 
birds is a critical area of agriculture. Wild birds 
harm a variety of facilities such as rice paddy field, 
farms, and orchards. In particular case of orchards, 
a once pecking behavior of wild birds causes severe 
damage to the cultivated fruits. So it leads to serious 
economic damage. Therefore, orchards have used a 
variety of wild bird repellent methods to reduce 
these damages. We distinguish wild bird repellent 
between non-reactive and reactive methods.  

Non-reactive methods are that work 
regardless of the presence of wild birds. These are 
traditional methods, such as scarecrows, balloons, 
kites, radios, and repetitive sound generators. 
However, non-reactive methods cannot prevent the 
adaptation of wild birds. Wild birds have traveled a 
wide range through wings, so they have evolved to 
adapt for survival in encountered unfamiliar 
environments. Thus, wild birds can adapt to 
repeatedly threats as non-reactive methods. In the 
previous paper, wild bird adapted non-reactive 
method using sound in 3 to 10 days in the 
experimental environment [1].  

In order to solve the adaptation problem, 
reactive methods have been proposed to respond to 
the invasion of wild bird. Modern sensors are used 
to detect invasion such as ultrasonic, radar, laser, 
and vision (camera). So the performance of reactive 
methods depends on detection accuracy.  

Ultrasonic, radar and laser detections 
cannot classify between orchard trees, leaves and 
entered wild birds. For this reason, the detection 
methods based on distance sensor cannot use to 
response invasion of wild birds.  

Therefore, methods using the vision sensor 
instead of the distance sensor have been studied to 
detect wild birds. Seung You Na proposed a study 
to detect wild birds over orchards with several 
camera networks based on ubiquitous 
technology[2]. Kidane Mihreteab proposed a 
technique to detect crows by combining HOG and 
CS-LBP[3]. Golrokh Mirzaei tracks and detects 
bird in the infrared image through thresholding and 
filtering[4]. Qunyu Xu conducted a study to detect 
wild bird through a flight model based on bird 
bones[5]. The mentioned detection approaches that 
do not use deep learning have a problem of defining 
wild birds in each situation.  
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Also, these approaches use the subtraction 
method. The subtraction method can remove the 
background in the image, as shown in Figure 1(a) 
and (b). Figure 1 (b) is the result of processing 
through the subtraction method, which removes the 
background for Figure 1(a) image. The subtraction 
method was able to detect wild birds with only a 
calculation of the white area. However, complicated 
environments make it difficult for detection of wild 
birds in the white area, as shown in Figure 1(c) and 
Figure 1(d).  

 

Figure 1: Comparing Detection Performance In The 
Simple And Complicated Environment By Subtraction  
(a) Original Image In The Simple Environment  
(b) Subtracted Image In The Simple Environment  
(c) Original Image In Complicated Environment  
(d) Subtracted Image In Complicated Environment.  
 

Recently, deep learning has been studied 
to find the objects that have been learned in 
advance even in a complicated image [13-16]. 
However, Wild birds have different appearance 
even same species by their habitat, have many 
characteristics depending on the species as ostrich 
and hummingbird. These characteristics make it 
difficult for deep learning to learn wild birds. As a 
result, detection accuracy is decreased. 

To accurately detect wild birds, we 
propose a new wild bird detection algorithm using 
deep learning, which we call the Wild Bird 
Behavior Classification (WBBC) algorithm. The 
WBBC algorithm uses Faster R-CNN algorithm for 
real-time detection in complicated environments 
[13][16]. We also generate model through training 
wild bird data categorized by behavior for accurate 
learning.  

Section 2 introduces other studies related 
to wild bird detection. Section 3 introduces the 
WBBC algorithm. Section 4 evaluates the 
performance of the proposed method through 
experiments in a complicated orchard environment. 

Finally, section 5 describes the conclusion and 
further research directions. 
 

2. RELATED WORK 
 
This section introduces the research by the 

sensor used to detect wild birds such as ultrasonic, 
radar, microphone, and vision.  

The ultrasonic sensor was used when the 
detection area was narrow and short. Qu Fang 
proposed a detection technique using ultrasonic 
sensors to protect the transmission line from wild 
birds[6]. However, the ultrasonic sensor cannot 
recognize the object itself. 

The radar sensor was used in a case where 
the detection area is wide and open. J.R. Moon has 
proposed an approach for tracking and analyzing 
the characteristics of airplanes and wild birds 
detected through radar[7]. Jianmin Song has 
proposed a method to extract information from a 
single radar using a linear neutral regression 
method[8]. These radar-based detection methods 
are efficient for simple background areas such as 
sky and ocean. However, the radar sensor also 
cannot recognize to object itself as ultrasonic. 

In Dan Stowell’s research[9], microphone 
sensors were used for bird detection in forests 
where the area was wide, and obstacles were large. 
Most of the microphone methods are used 
monitoring biological characteristics through wild 
bird sound. So, when a wild bird invades without 
chirp sound, the detection performance could be 
decreased.  

Vision sensor can classify the object as the 
human eyes in the sensed area. Therefore, object 
detection research has been attempted in many 
fields. It is same in the wild bird detection field. 
Marini proposed a method for detecting wild birds 
through SIFT and classifying species through a 
microphone sensor[10], Debajyoti Karmaker 
proposed a method to classify species using SVM 
and CNN from HOG graph of bird images[11], Yan 
Li proposed a algorithm to detect multi bird and 
track using optical flow[12], and Ce Li proposed a 
study to analyze the reliability of bird classification 
on low-resolution images of Faster R-CNN[13]. 
Akito Takeki detected wild birds approaching 
turbines by CNN-based detectors, fully 
convolutional networks, and a superpixel-based 
semantic segmentation method[14]. Xiao-yan 
Zhang detected wild birds from the background 
using the Markov Chain Monte Carlo filter[15]. 
Shuman Tian used the Markov model to create a 
bird's flight pattern model and detect it using the 
Faster R-CNN[16].  
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However, despite image processing and 
deep learning algorithms, it is challenging to detect 
wild birds in a complicated environment with 
vision sensors. Image processing algorithm without 
  deep learning has the problem of manually 
defining object and environments in each case. 
Deep learning algorithm has an overfitting problem 
as it learns the numerous appearance of wild birds. 

 
 
 
 
 
 
 
 

 
 

3. WILD BIRD BEHAVIOR 
CLASSIFICATION ALGORITHM 

 
We propose the Wild Bird Behavior 

Classification(WBBC) model based on Faster R-
CNN algorithm of deep learning to detect and 
classify wild birds according to their behavior in 
real-time in complicated environments like an 
orchard.  

This algorithm is comprised of Frame 
Separation module for processing video data for 
real-time operation. Training module for learning 
wild bird data set. Detection module for classifying 
by pre-trained weight. The overall configuration of 
the WBBC algorithm can be seen in Figure 2. 

 

3.1 Frame Separation 
The first module in the WBBC algorithm 

is the Frame Separation. It is the module of 
processing the video frame for real-time detection 
using Faster R-CNN. The Faster R-CNN is an 
object recognition deep learning approach that 
operates in real-time, but it has a linear structure in 
which the number of computations increases as the 
resolution increases. If the resolution of the video 
data is higher than the processing level of the 
environment and the processing cannot process  

 
 

more than one frame per second, a problem of 
detecting the past time point occurs in the present 
time point. On the other hand, if the resolution is 
too low, accurate detection is impossible. Because 
the resolution is the density representing the visual 
data, the higher resolution, the more accurate 
classification is possible. 

 
Therefore, fitting the resolution to the operating 
environment is very important. So, at first, the 
WBBC algorithm define three resolution modes 
(224p, 480p, 720p). Then, in the First Frame 
Analysis step, the first frame of the video data is 
classified into all resolution modes through 
Detection module. The image calculation time for 
each resolution is measured to find optimal mode. 
The resolution policy find the largest resolution 
capable of handling more than one frame per 
second for accurate detection. 
The Frame Extraction step extracts frames from the 
video by the number of frames capable of 
processing in one second, depending on the 
resolution mode determined in the previous step.  
The Frame Scaling step scales extracted frames to 
resolution of decided mode. The overall process 
can be seen in Algorithm 1, which able detect wild 

Figure 2 : Structure Of The Wild Bird Behavior Classification(WBBC) Model. 
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birds in real-time regardless of the video 
specification (resolution and Frame Per Second).  

 
 

3.2 Training 
Training is a core module that learns about 

wild birds using Faster R-CNN. The goal of this 
module is to build a pre-trained data model for 
classifying wild bird. To build a data model need to 
gather common features of wild birds though the 
training process of Faster R-CNN.  

At first time, Faster R-CNN was trained in 
wild birds’ images of the CUB-200 data set. Next, 
we analyzed the images that failed to classify. As a 
result, we found two problems that make 
classification difficult. First, wild birds have a wide 
variety of appearances (size, beak, color, and leg). 
It can be vary depending on the habitat even if it is 
the same species. Second, wild birds change their 
appearance according to their dynamic movements, 
not fixed shapes like cars. These factors can cause 
overfitting problem in deep learning.  

Therefore, the problem of diversity in the 
appearance of wild birds is solved using Faster R-
CNN of deep learning. Also, dynamic change by 
movement is solved through learning classified 
behavior of wild birds.  

The Training module make a model that 
trained by behavior of wild birds. The behavior was 
divided into Staying and Flying by image analysis 
of wild bird. So we manually created a separated 
dataset by Staying and Flying birds. 

Learning Data Extraction step picks 
images in data set. Next, Boundary Task step 
manually makes boundary for training in picked 
image. Created bordered images are input to the 
image queue.  

In the next step, the WBBC algorithm 
use deep model for training as VGG-16 network 
model. An orchard environment consists of 
branches, leaves, trees, and supporting objects. 
Therefore, a deep network is required in order to 
accurately classify wild birds in this complicated 
environment. The VGG model is known as one of 
the good candidates for classifying objects with 
high accuracy among various deep learning models 
with deep structure [17]. Therefore, we use VGG-
16 model for classifying wild birds in complicated 
environment like orchard. Figure 3 shows the 
network structure used when operating in 224p 
resolution mode. This model consists of 6 steps. 
Each step consists of a convolution layer, an 
activation layer (ReLU) and a pooling layer. 
Finally, it connected to the Fully connected layer 
for classifying the behaviors of wild birds from 
Staying Bird, Flying Bird, and NotBird states. 

After training, this module make weights 
as .h5 files. We will prove efficient of this approach 
in the experiments section 4.3. 

 
 

 
Figure 3 : VGG-16 Based 224p Resolution Mode 

Network Model 

Algorithm1 : Frame Separation 
1 
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3 
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8 

9 

10 

11 

12 

13 

Input : Video data (Camera or Video file) 

Output :  Frames of numbers that can be 

processed per second, scaled by mode 

IF gets first frame : 

Gets width, height and Frame Per Second 

information in first frame; 

Calculates the mode and input frames per 

second through the time of one operation in 

Detection each 3mode, resolution mode  is 

224p, 480p, and 720p; 

Sets the mode according to input frames per 

second, input frames per second is the 

maximum value for which the computation 

time of one frame is less than 1.  

While do get frames per second: 

IF last frame or frame is none : BREAK 

ELSE: 

Filters  frames by the input frames per 

second 

Scales by the selected mode; 

Input to Detection 



Journal of Theoretical and Applied Information Technology 
30th September 2019. Vol.97. No 18 

 © 2005 – ongoing  JATIT & LLS   

 

ISSN: 1992-8645                                                                  www.jatit.org                                                      E-ISSN: 1817-3195 

 
4901 

 

3.3 Detection 
The Detection module detect wild birds 

from incoming by Frame Separation module. More 
specifically, the frame input from Frame Separation 
module is taken from the frame queue. Next, 
Detection module read the weight created by 
Training module in advance. Next, the input frame 
is classified using the loaded weight. The classified 
results are represented as probabilities for the 
Flying Bird, Staying Bird, and Not Bird states, and 
the coordinates of the expected position of the wild 
birds.  
 
 
 

4. EXPERIMENTS 
 
4.1 Experiment Environment 

Learning and verification experiments 
were conducted in the same environment. The 
experiment was carried out in the environment as 
follows. The operating system was Window 10, the 
processor was Intel i7-4890 3.60GHz, and the 
memory was 32GB. The Faster R-CNN was 
implemented with Python version 3.6.5, and the 
version of each library used is Tensorflow 1.10.0, 
Keras 2.2.0, OpenCV 3.4.1, CUDA 9.0, cuDNN 
9.0. 

. 
 

4.2 DataSet 
The wild birds dataset used for 

experiments consists of 19 kinds of wild bird in the 
video data. Table 1 shows the kinds of wild birds 
used for training. Also, some names of wild birds 
were unknown. The dataset were composed of 3850 
images gathered from Google search, separated by 
flying data and staying data for each species.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 1 : Kinds Of Birds Used In Training 
 
 Species of Bird 

1 Crow 

2 BulBul 

3 Magpie 

4 Great Tit 

5 Falcon 

6 Auklet 

7 Brewer Blackbird 

8 Eastern Towhee 

9 Chuck will Window 

10 Mangrove Cuckoo 

11 Slaty_backed Gull 

12 Sayornis 

13 Bank Swallow 

14 Unknown name 1 

15 Unknown name 2 

16 Unknown name 3 

17 Unknown name 4 

18 Unknown name 5 

19 Unknown name 6 
 

4.3 Benefits of Behavior Classification 
Approach 

In this experiment, we show the benefits of 
behavior classification. As described in 3.2 section, 
we categorized three states for classification as 
Staying Bird, Flying Bird, Not Bird rather than two 
states as Bird or Not Bird. To evaluate behavior 
classification, we compared two methods. The data 
set of Normal model used for experiments consists 
of 2,695 images in the birds. The data set of 
behavior classification model were classified into 
images by Staying(1,524 images) and Flying(1,171 
images). The images used in both models are the 
same images. The training was done with 2,695 
images, 70 percent of the whole dataset. The 
verification was performed with the remaining 30 
percent (1,155 images). 

The results are shown in Table 2. The 
Accuracy is the probability of correctly classifying 
birds in 1,155 images. The Error rate is the 
probability of misclassifying non-birds as a bird, 
which can also occur in correctly classified images 
of birds.  
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The Normal model correctly detected 1,026 
of the 1,155 images. The Accuracy of normal model 
is 88.8 percent. The Error Rate is 32 percent. The 
Behavior Classification model detected 1068 of the 
1,155 images. The Accuracy of Behavior 
Classification model is 92.4 percent. Also, the Error 
Rate is 12 percent. The Behavior Classification 
model shows good value than Normal model. 

The Behavior Classification models show 
that overfitting can be reduced, and as a result, wild 
birds detection accuracy can be improved. 

Figure 4 shows the examples of 
classification results between Normal and Behavior 
Classification models. Examples 1 and 2 show an 
improved Boundary Box Error case. This error is the 
case of misclassification. Examples 3 and 4 show 
improved Detection Failures case in complicated 
environments.  

The proposed Behavior Classification 
model improved the Accuracy by 3.6 percent in our 
environment. Also, Error Rate was reduced by 20 
percent.  

 

Table 2 : Measurement Of Performance Difference By 
Classification Method 

 Accuracy(%) 
Error 

Rate(%) 

Normal 
(Bird or Not) 

88.8 32 

Behavior 
Classification 

(Staying, 
Flying, Not 

Bird) 

92.4 12 
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4.4 The Performance of WBBC Algorithm  
We evaluated the performance of the 

WBBC algorithm using Behavior Classification 
model in this experiment. We have implemented and 
compared previous object detection algorithms such 
as SIFT, SURF, Optical flow, and HOG algorithms 
[18-21]. The Implementation details of all the 
algorithms are as follows. 

 

4.4.1 SIFT for Bird Detection 
The SIFT algorithm extracts unique 

invariant features from available images and 
classifies objects by matching features[18]. Wild 
bird detection using the SIFT technique works as 
follows: 
 Step 1: Capture the wild bird image of the 

video data manually. 
 Step 2: Extract SIFT features from the images 

of the captured wild bird image set. 
 Step 3: The extracted SIFT features are stored 

in the feature set. 
 Step 4: All the SIFT features in the feature set 

are retrieved from the input image (video 
frame). 

 
Figure 5 : An Example Result Of Bird Detection Using 
SIFT 
 

4.4.2 SURF for Bird Detection 
The SURF algorithm is similar with SIFT 

in extracting scale and rotation invariant features 
and is more robust and faster than SIFT in the 
standard version of SURF[19]. Wild bird detection 
using the SURF algorithm works as follows: 
 Step 1: Capture the wild bird image of the 

video data manually. 
 Step 2: Extract SURF features from the images 

of the captured wild bird image set. 
 Step 3: The extracted SURF features are stored 

in the feature set. 
 Step 4: All the SURF features in the feature set 

are retrieved from the input image (video 
frame). 

 
Figure 6 : An Example Result Of Bird Detection Using 
SURF 
 

Figures 5 and 6 show that the same frame 
is detected by SIFT and SURF but the extracted 
features (blue points in the image) are different. 

 

4.4.3 Optical flow for Bird Detection 
Optical flow is an algorithm for detecting 

an object through the movement of objects, surfaces, 
and edges in an image caused by the relative 
movement of the camera and the scene[20]. Wild 
bird detection using the Optical flow algorithm 
works as follows: 
 Step 1: Collect the first frame of video data. It 

is the previous frame. 
 Step 2: Convert the image to a gray channel, 

and then detect the contour by thresholding. 
 Step 3: Collect the second frame of video data 

and perform converting and detecting. This is 
the current frame. 

 Step 4: Relative motion is detected by 
comparing the previous frame with the current 
frame. 

 Step 5: Identify wild birds through the density 
of movement. 

Figure 7 shows an image of wild birds 
processed with optical flow algorithm. Figure 8 is 
the result of detecting wild birds of Figure 7. 

 
Figure 7: An Example Of Related Movement Of Brid 
Detection Using Optical Flow. Wild Bird Part Zoom In 
(Red Box) 
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Figure 8 : Result Of Bird Detection Using Optical Flow 
 

4.4.4 HOG + SVM for Bird Detection 
HOG is an algorithm for extracting features 

through the occurrence of a gradient direction in 
parts of an image, and SVM is a supervised learning 
model for analyzing data used in classification and 
regression analysis[21]. After extracting features 
using HOG, SVM detects wild birds by learning the 
extracted features. Wild bird detection using the 
HOG+SVM algorithm works as follows: 
 Step 1: Capture the wild bird image of the 

video data manually. 
 Step 2: Extract HOG features from the images 

of the captured wild bird image set. 
 Step 3: Train extracted HOG features through 

SVM. 
 Step 4: Classify the video data as Bird or 

NotBird by using the weight model created by 
learning with the SVM classifier. 

 
Figure 9 : An Example Result Of Bird Detection Using 
HOG+SVM. The Left Image Is The Current Frame 
Converted To The HOG Feature. 

 
4.4.5 The WBBC Implementation 

The WBBC algorithm detects wild birds by 
Behavior Classification model created in Faster R-
CNN. Wild birds detection using the WBBC 
algorithm works as follows: 
 Step 1: Capture the wild bird image of the 

video data manually. 
 Step 2: Distinguish the wild bird image data set 

as Staying and Flying bird. 

 Step 3: Faster R-CNN train classified data set 
and generate Behavior Classification model. 

 Step 4: Classify video data as Flying Bird, 
Staying Bird and Background using Faster R-
CNN with Behavior Classification model. 

 Step 5: Flying and Staying Bird are classified 
as Bird, and Background is classified as 
NotBird. 

 
Figure 10 : An Example Result Of Bird Detection Using 
WBBC Algorithm. 
 

4.4.6 Performance Analysis 
In order to compare the performance of the 

proposed WBBC algorithm with the previous 
algorithms, we constructed a total of 7 test sets. 
Each test-set extracts consecutive frames from 
video data and one test-set consists of 20 frames. 
Case 1 is a video clip of a wild bird flying on a 
simple environment, and Case 2 is a video clip of 
several wild birds flying on a simple environment. 
Case 3, 4, and 5 is a wild bird video clip on a 
complicated background with a variety of objects 
such as branches, leaves, and stones. Case 6 and 7 
are highly complicated video clips than cases 3, 4, 
and 5. Images for feature extraction of previous 
algorithms were manually captured. 

Table 3 shows the results, where 1 to 7 
cases represent the accuracy that has been 
successfully detected. The Average Accuracy 
means accuracy in detection of a total of 140 
frames. 

The accuracy of the SURF was the lowest 
with 50.0 percent. Moreover, the SIFT showed a 
detection accuracy of 50.7 percent, similar to SURF. 
The fatal problem of SIFT and SURF is that they 
cannot detect changes in appearance caused by wild 
bird behavior. In the experiment, they detected only 
similar shape with the image of wild birds were 
used to extract features. The optical flow showed a 
detection accuracy of 52.1 percent. This technique 
has the advantage of accurately detecting moving 
objects at a fixed viewpoint. However, this was not 
suitable for determining moving objects.
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Table 3 Results of Comparison Each Bird Detection Algorithms 

 

 

# SIFT SUFF 
Optical 

flow 

HOG 
+ 

SVM 
WBBC Image 

Simple 
Environ

ment 

Case 1 75% 75% 90% 95% 100% 

Case 2 85% 65% 95% 95% 100% 

Complica
ted 

Environ
ment 

Case 3 50% 55% 60% 55% 95% 

Case 4 35% 45% 40% 70% 95% 

Case 5 55% 60% 45% 65% 95% 

Highly 
Complica

ted 
Environ

ment 

Case 6 30% 30% 20% 65% 95% 

Case 7 25% 20% 15% 65% 90% 

Average Accuracy 50.7% 50.0% 52.1% 72.8% 95.7% 
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The HOG + SVM showed 72.8 percent, this 
algorithm had higher accuracy than other previous 
algorithms. However, the detection was difficult if 
it did not completely match the features captured 
manually.  
On the other hand, the WBBC algorithm was 
detected in various changing appearances (beak, 
wing, leg) of birds in complicated environments. 
The result of simple environments shows 100 
percent detection accuracy as case 1 and 2. The 
result of complicated environments has 5 percent 
error with 95 percent accuracy as case 1, 2, and 3. 
This error was Boundary Error. The result of highly 
complicated environments shows 90 and 95 percent 
accuracy. In this case, errors were Boundary Error 
and Detection Failure. Average Accuracy of the 
WBBC algorithm was achieved 95.7 percent, with 
over 90 percent accuracy in all environments. 
 

5. CONCLUSION 
 
In this paper, we proposed a new vision-

based real-time wild bird detection algorithm, 
which we call as WBBC model.  

The WBBC model can solves wild bird 
classification problems that occur when detecting 
wild birds that change greatly in appearance by 
behavior, and the problem of detection in 
complicated environments.  

We have verified two things. The first, the 
overfitting of dynamic changing appearance can be 
reduced by classifying behavior of birds. Our 
experiment shows 3.6 percent growth. The second, 
we verified through an experiment that compares 
various previous wild bird detection algorithms 
such as SIFT, SURF, Optical flow, and HOG+SVM. 
The WBBC algorithm showed best performance 
with 95.7 percent of Average Accuracy in variety 
of environments (simple, complicated, and highly 
complicated). 

However, we could not able to process all 
incoming all frame data in video. Because, we used 
the VGG-16 network model to achieve high 
accuracy. Therefore, future work is to optimize the 
network model so that the entire frame of video can 
be performed.  
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