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ABSTRACT

Due to the intensive development of the digital business, malicious software and other cyber threats are becoming more common. In order to increase the level of security there are needed appropriate special countermeasures, which are able to remain effective when new types of threats occur and which allow to detect cyber attacks targeting on a set of information system resources in fuzzy conditions. Different attacking effects on the corresponding resources generate various sets of anomalies in a heterogeneous parametric environment. There is known a tuple model of the formation of a set of basic components that allow to identify cyber attacks. For its effective application a formal implementation of the approach to the formation of sets of basic detection rules is necessary. For this purpose, there has been developed a method that focuses on solving problems of cyber attacks detection in computer systems, which is implemented through three basic steps: formation of anomaly identifiers subsets; formation of decisive functions; formation of conditional detection expressions. Using this method, it is possible to form the necessary set of detection rules, which determine the level of anomalous state of values in a heterogeneous parametric environment, characteristic for the impact of a certain type of attack. The use of this method at the creation intrusion detection systems will expand their functionality regarding the cyber attacks detection in a weakly formalized fuzzy environment.
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1. RELEVANCE

Nowadays, the intensive development, as well as the enormous scale and rate of information technology implementation in modern business have become a natural process for developed corporations. The level of company informatization is one of the main factors for its successful development, and in the conditions of a large market dynamism and complication of its infrastructure, information becomes a strategic resource. The development of information technologies is being transformed so quickly that the classic protection mechanisms cannot remain effective and provide adequate security for information system resources, and malicious software and other cyber threats are becoming more common. In this regard, there are needed special tools in order to detect and to prevent security breaches. Intrusion detection systems are used for this, which are an integral part of any serious security system, and the global trend is that intrusion and anomalies detection will become a mandatory function of any operating system and will already be used in various software. Expanding the functionality of such systems by identifying previously unknown cyber attacks characterized by unspecified or unclearly defined criteria will allow actually to remain functional in a weakly formalized fuzzy environment. The use of the necessary methods, models and methodologies of information security based on fuzzy sets for the creation of appropriate means of detecting intrusions and anomalies is the basis for successfully countering to these cyber attacks. One of the important stages in the anomalies detection is the creation of fuzzy (detection) rules [1]-[10].
According to this, the actual scientific task is the formalization of the detection rules creation process, which make it possible to detect cyber attacks targeting on various information system resources in fuzzy conditions.

2. ANALYSIS OF EXISTING RESEARCH

Effective security tools used to solve problems of cyber attacks detection are: the tuple model for generating a set of basic components for cyber attacks detection [11], fuzzy approaches for intrusions detection [12]-[13] and for anomalies detection [14]; corresponding fuzzy models [11], [15], methods [16]-[23] and intrusion detection systems [24]-[27]; sets of fuzzy rules [1]-[10]; as well as other developments used to solve protection problems under fuzzy conditions [28], [29]. These researches have shown the effectiveness of using the mathematical apparatus of fuzzy sets, and its use in order to formalize the approach for cyber attacks identifying will improve the process of creating appropriate intrusion detection systems. It should be noted that the set of attacking effects on the information systems resources gives a rise to many anomalies among the values in a heterogeneous parametric environment [11], [15]. For an effective application of the well-known model [11], a formal implementation of the formation process of sets of basic detection rules is necessary, which will allow searching for an identifying term [17], [21]-[23] in a given linguistic variable. Using this term, using the appropriate set of rules, we can determine the level of the anomalous state generated by the influence of the corresponding class of cyber attacks.

3. MAIN OBJECTIVE OF RESEARCH

On the basis of the analysis of existing researches and the relevance of the task, the main objective of this work is to develop a detection environment formation method (DEFM) for anomaly detection systems operating in a weakly formalized fuzzy environment. Using this method (at solving problems of cyber attacks detection), it is possible effectively to detect the level of the anomalous state characteristic for a certain type of attacks regarding to a specific heterogeneous parametric environment in a given time interval.

4. MAIN PART OF RESEARCH

In order to create subsets of the basic detection rules \( DR_i \) (see (19) in [11]), we will develop an appropriate method that will allow to formalize the process of obtaining the corresponding rules used to detect the \( i \)-th cyber attack based on parametric sub-environments of various dimensions [11], [15]. The proposed DEFM is focused on solving problems of attacks detection in computer systems, and is based on three stages: formation of anomaly identifiers subsets; formation of decisive functions; formation of conditional detection expressions.

Stage 1 – formation of anomaly identifiers subsets.

The subset \( IA_i \) is built on the basis of the set of all possible \( IA \) anomaly identifiers (ID), represented as

\[
IA = \bigcup_{i=1}^{9} IA_{i} = \{ IA_1, IA_2, ..., IA_9 \}
\]

and by means of which (in linguistic form) it is possible to display possible levels of an anomalous state in a \( m \)-dimensional heterogeneous parametric environment that can be generated by a cyber attack with ID \( CA_i \) [11], and \( \xi \) – an amount of anomaly ID.

For example, at \( \xi = 9 \) according to (1) the set \( IA \) can be represented as follows:

\[
IA = \bigcup_{i=1}^{9} IA_{i} = \{ IA_1, IA_2, ..., IA_9 \} =
\{ IA_H, IA_{BBH}, IA_{HC}, IA_C, IA_{BC}, IA_{BBH}, IA_B, IA_{II}, IA_I \} =
\]

where: \( IA_1 = IA_H = "H" \), \( IA_2 = IA_{BBH} = "BBH" \), \( IA_3 = IA_{HC} = "HC" \), \( IA_4 = IA_C = "C" \), \( IA_5 = IA_{BC} = "BC" \), \( IA_6 = IA_{BBH} = "BBH" \), \( IA_7 = IA_B = "B" \), \( IA_8 = IA_{II} = "II" \), \( IA_9 = IA_I = "I" \) are respectively the anomaly IDs by which in linguistic forms: “LOW (L)” (at \( \xi = 1 \)), “MORE LOW THAN HIGH (MLTH)” (at \( \xi = 2 \)), “BELOW AVERAGE (BA)” (at \( \xi = 3 \)), “AVERAGE (A)” (at \( \xi = 4 \)), “ABOVE AVERAGE (AA)” (at \( \xi = 5 \)), “MORE HIGH THAN LOW (MHTL)” (at \( \xi = 6 \)), “HIGH (H)” (at \( \xi = 7 \)), “LIMIT (L)” (at \( \xi = 8 \)), “BOUNDARY (B)” (at \( \xi = 9 \)), possible anomaly levels can be displayed.

Next, we form a subset of the anomaly ID for the subset of rules \( DR_i \) [11] i.e.
\[
\{ \bigcup_{i=1}^{n} \mathbf{I}_a \} = \{ \mathbf{I}_1, \mathbf{I}_2, \ldots, \mathbf{I}_a \},
\]
\[ (i = \overline{1, n}), \]
where \( \mathbf{I}_a \subseteq \mathbf{I} \) will be defined as:
\[
\mathbf{I}_a = \bigcup_{u=1}^{v_i} \{ \mathbf{I}_a \} = \{ \mathbf{I}_{a1}, \mathbf{I}_{a2}, \ldots, \mathbf{I}_{av_i} \},
\]
\[ (u = \overline{1, v_i}), \]
in this case \( v_i \) denotes the amount of anomaly IDs, by which in linguistic forms it is possible to display possible anomaly levels generated by cyber attacks with ID \( \mathbf{C}_a \). Therefore, an expression (3) taking into account (4) will be represented in the following form:
\[
\{ \bigcup_{i=1}^{n} \mathbf{I}_a \} = \bigcup_{i=1}^{n} \{ \bigcup_{u=1}^{v_i} \mathbf{I}_a \} = \{ \mathbf{I}_{a1}, \mathbf{I}_{a2}, \ldots, \mathbf{I}_{av_i} \} = \{ \mathbf{I}_{a11}, \mathbf{I}_{a22}, \ldots, \mathbf{I}_{av_i}, \ldots, \mathbf{I}_{av_i} \}
\]
\[ (i = \overline{1, n}), \]
\[ (u = \overline{1, v_i}), \]
(5)

For example, at \( n = 3 \) (i.e. for cyber attacks with ID \( \mathbf{C}_a = \mathbf{C}_{aSN} = SN \), \( \mathbf{C}_a = \mathbf{C}_{aDS} = DS \) and \( \mathbf{C}_a = \mathbf{C}_{aSP} = SP \)) and \( v_1 = v_2 = v_3 = 5 \) taking into account (1), we define the necessary IDs in order to display the corresponding anomaly level. Then the expression (5) taking into account (2) will have the following form:
\[
\{ \bigcup_{i=1}^{3} \mathbf{I}_a \} = \bigcup_{i=1}^{3} \{ \bigcup_{u=1}^{v_i} \mathbf{I}_a \} = \{ \mathbf{I}_{a11}, \mathbf{I}_{a12}, \mathbf{I}_{a13}, \mathbf{I}_{a14}, \mathbf{I}_{a15} \} = \{ \mathbf{I}_{a21}, \mathbf{I}_{a22}, \mathbf{I}_{a23}, \mathbf{I}_{a24}, \mathbf{I}_{a25} \} = \{ \mathbf{I}_{a31}, \mathbf{I}_{a32}, \mathbf{I}_{a33}, \mathbf{I}_{a34}, \mathbf{I}_{a35} \} = \{ \mathbf{I}_{aSN1}, \mathbf{I}_{aSN2}, \mathbf{I}_{aSN3}, \mathbf{I}_{aSN4}, \mathbf{I}_{aSN5} \} = \{ \mathbf{I}_{aDS1}, \mathbf{I}_{aDS2}, \mathbf{I}_{aDS3}, \mathbf{I}_{aDS4}, \mathbf{I}_{aDS5} \} = \{ \mathbf{I}_{aSP1}, \mathbf{I}_{aSP2}, \mathbf{I}_{aSP3}, \mathbf{I}_{aSP4}, \mathbf{I}_{aSP5} \} = \{ "H", "BBH", "BBH", "B", "II" \} = \{ "H", "BBH", "BBH", "B", "II" \} = \{ "H", "BBH", "BBH", "B", "II" \},
\]
\[ (\alpha = \overline{1, n}), \]
\[ (\alpha = \overline{1, n}), \]
(6)

In order to implement this stage, we introduce the set of all arguments of the decisive functions \( \mathbf{AF} \) and a subset of such arguments \( \mathbf{AF}_i \).
\[
\{ \bigcup_{i=1}^{n} \mathbf{AF}_i \} = \{ \mathbf{AF}_1, \mathbf{AF}_2, \ldots, \mathbf{AF}_n \},
\]
\[ (i = \overline{1, n}), \]
(7)

where \( \mathbf{AF}_i \subseteq \mathbf{AF} \), will be defined as:
\[
\mathbf{AF}_i = \{ \times \mathbf{AF}_i \} = \{ \mathbf{AF}_{i1} \times \mathbf{AF}_{i2} \times \ldots \times \mathbf{AF}_{i\alpha} \},
\]
\[ (i = \overline{1, n}), \]
\[ (i = \overline{1, n}), \]
(8)

in this case \( \alpha \) - the amount of subsets of arguments of the decisive functions used to detect the \( i \)-th cyber attack, and the symbol \( \times \) indicates the direct composition of the sets. Taking into account the expression (8) the formula (7) will be written in the following form:
\[
\{ \bigcup_{i=1}^{n} \mathbf{AF}_i \} = \{ \bigcup_{i=1}^{n} \{ \times \mathbf{AF}_i \} \}
\]
\[ \{ \mathbf{AF}_{i1}, \mathbf{AF}_{i2}, \ldots, \mathbf{AF}_{i\alpha} \} \times \{ \mathbf{AF}_{21}, \mathbf{AF}_{22}, \ldots, \mathbf{AF}_{2\alpha} \} \times \ldots \times \{ \mathbf{AF}_{n1}, \mathbf{AF}_{n2}, \ldots, \mathbf{AF}_{n\alpha} \},
\]
\[ (i = \overline{1, n}), \]
\[ (i = \overline{1, n}), \alpha = \overline{1, \alpha}, \]
(9)

The subset \( \mathbf{AF}_i \subseteq \mathbf{AF}_i \) will be defined as:
\[
\mathbf{AF}_i = \{ \bigcup_{x=1}^{n} \mathbf{AF}_{ix} \} = \{ \mathbf{AF}_{i1}, \mathbf{AF}_{i2}, \ldots, \mathbf{AF}_{i\alpha} \},
\]
\[ (i = \overline{1, n}), \]
\[ (i = \overline{1, n}), \alpha = \overline{1, \alpha}, \]
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Then the expression (9) taking into account (10) takes the following form:

\[
\{ \bigcup_{i=1}^{n} \mathcal{A} F_{ia_j} \} = \bigcup_{i=1}^{n} \left\{ \times \mathcal{A} F_{ia_j} \right\} = \bigcup_{i=1}^{n} \left\{ \times \left( \bigcup_{j=1}^{r_i} \mathcal{A} F_{ia_j} \right) \right\} = \}

where, for clarity, there are used angle brackets "( \), which separate the subsets of arguments of the decisive functions \( \mathcal{S} A F_{ia_j} \), which reflect the values of terms \( T_{ij}^{\text{np}} \).

Taking into account the expression (11), we determine that in order to identify the \( i \)-th cyber attack, the total amount of argument subsets is calculated using the formula

\[
w_i = \prod_{j=1}^{m_i} r_j , \quad (j = 1, m_i).
\]
Then (11) taking into account (12) it can be written in the following form
\[
\bigcup_{i=1}^{n} \{ A_{1}^{i}, A_{2}^{i}, A_{3}^{i} \} = \bigcup_{i=1}^{n} \{ x A_{\text{int}}^{i} \} = \bigcup_{i=1}^{n} \{ \bigcup_{a=1}^{w} A_{\text{int}}^{i} \} = \bigcup_{i=1}^{n} \{ \bigcup_{a=1}^{w} \bigcup_{s=1}^{w} A_{\text{int}}^{i} \} = \bigcup_{i=1}^{n} \{ \bigcup_{a=1}^{w} \bigcup_{s=1}^{w} A_{\text{int}}^{i} \} = \bigcup_{i=1}^{n} \{ \bigcup_{a=1}^{w} \bigcup_{s=1}^{w} AF_{\text{int}}^{i} \}.
\]

Next, we introduce the set of all binary decisive functions \( SF \) and a subset of such functions \( SF_{i} \).
\[
\{ \bigcup_{i=1}^{n} SF_{i} \} = \{ SF_{1}, SF_{2}, \ldots, SF_{n} \}, \quad (i = 1, n)
\]
where \( SF_{i} \subseteq SF, \quad (i = 1, n) \) will be defined as
\[
SF_{i} = \{ \bigcup_{a=1}^{w} SF_{a} \} = \{ SF_{i1}, SF_{i2}, \ldots, SF_{im} \}, \quad \text{a}
\]
and the expression (11) will be defined as:
\[
\text{SF}_{i} = SF_{i}(S A F_{i}).
\]
We should note that the function \( SF_{i} \) defines the relationships in \( SAF_{i} \), formed by the expert in the form of logical chains (based on disjunctions and conjunctions) for the subsequent construction of detection expressions, focused on identifying the \( i \)-th cyber attack.

An expert in order to obtain a specific set of binary functions that reveals a \( i \)-th cyber attack creates a corresponding template that defines relationships in \( SAF_{i} \).

For example, if \( SAF_{i} = \langle A F_{i11}, A F_{i12}, A F_{i13} \rangle \), and the templates have the form \( \langle A F \land A F \land A F \rangle \) or \( \langle A F \land (A F \lor A F) \rangle \), then respectively \( SF_{i1} = A F_{i11} \land A F_{i12} \land A F_{i13} \) or \( SF_{i} = A F_{i11} \land (A F_{i12} \lor A F_{i13}) \).

The specific values of the elements of a subset \( A F_{i} \) \((i = 1, n)\) are formed on the basis of the binary equivalence function \( E(x, y) \), which takes the value 1 only if \( x \) and \( y \) are equal, ie:
\[
E(x, y) = \begin{cases} 
1 & \text{if } x = y \\
0 & \text{if } x \neq y.
\end{cases}
\]

On the basis of this we define, that \( A F_{i} = E(NU M_{i}, s) \), and as arguments \( E(x, y) \), we will use fuzzy terms indexes \( T_{ij}^{\text{sp}} \) and \( P_{ij}^{\text{sp}} \).

Let consider an example of the formation of decisive functions, at \( n = 3, \quad i = 1, 3 \) \( (CA_{1}^{3} = CA_{SN}^{3} = SN^{3}, \quad CA_{2}^{3} = CA_{DS}^{3} = DF^{3} \) and \( CA_{3}^{3} = CA_{SP}^{3} = SP^{3} \), \( m_{i} = m_{j} = 2, \quad m_{k} = 3, \quad r_{1} = 5, \quad r_{2} = r_{3} = 3 \) (see the example (15) in [11]).

According to (12)
\[
\begin{align*}
 w_{1} &= \prod_{j=1}^{m_{1}} r_{j} = r_{1} \cdot r_{2} = 5 \cdot 3 = 15, \\
w_{2} &= \prod_{j=1}^{m_{2}} r_{j} = r_{1} \cdot r_{2} = 5 \cdot 3 \cdot 3 = 45, \\
w_{3} &= \prod_{j=1}^{m_{3}} r_{j} = r_{1} \cdot r_{2} = 5 \cdot 3 = 15,
\end{align*}
\]
and the expression (11) will be defined as:
In [11] it was determined that in order to detect cyber attacks SN \((CA_3^v = CA_{SN}^v = SN^v)\) and SP \((CA_3^v = CA_{SP}^v = SP^v)\), it is necessary simultaneously to use two parameters defining the 2-dimensional parametric sub-environment (NVC-AV-(KBK-BBK)-sub-environment and NSC-NPSA-(КОП-КПОА)-sub-environment), and for a cyber attack DS \((CA_3^v = CA_{DS}^v = DS^v)\) – three parameters defining the 3-dimensional parametric sub-environment (NSC-SPR-DBR-(КОП-КОП)-sub-environment) (see (9) in [11]). And also:

NVC (KBK) – “Number of virtual channels (Количество виртуальных каналов)”,

AVC (BBK) – “Age of virtual channel (Возраст виртуального канала)”.

NSC (КОП) – “Number of simultaneous connections to the server (Количество одновременных подключений к серверу)”,

NPSA (КПОА) – “Number of packets with the same sender and recipient address (Количество пакетов с одинаковым адресом отправителя и получателя)”,

SPR (КОП) – “Speed of processing requests from customers (Скорость обработки запросов от клиентов)”,

DBK (3М3) – “Delay between requests from one user (Задержка между запросами от одного пользователя)”. 

An expert in order to obtain a specific set of functions that detect SN and SP creates a template \(\langle AF \land AF' \rangle\), and for DS \(\langle AF \land (AF \lor AF') \rangle\).

Further, according to the generated templates, as well as according to (15) and (18), we define, for example, \(SF_3\):

\[
SF_3 = \left\{ \bigwedge_{a \in t} SF_{2_a} \right\} = \\
\{(E (SN_{31}, 1) \land E (SN_{32}, 1)) , \\
(E (SN_{31}, 2) \land E (SN_{32}, 1)) , \\
(E (SN_{31}, 3) \land E (SN_{32}, 1)) , \\
(E (SN_{31}, 4) \land E (SN_{32}, 1)) , \\
(E (SN_{31}, 5) \land E (SN_{32}, 1)) \}, \\
\{(E (SN_{31}, 1) \land E (SN_{32}, 2)) , \\
(E (SN_{31}, 2) \land E (SN_{32}, 2)) , \\
(E (SN_{31}, 3) \land E (SN_{32}, 2)) \}.
\]

(18)

Note that at \(j = 1\), \(r_1 = 5\), \(NUM_{31} = 3\) and \(s = \bar{t}, \bar{5}\) for \(T_{31}^s\) (see (27) in [16])

\[
T_{31}^s = \left\{ \bigcup_{j=1}^{5} T_{31j}^{op} \right\} = \{T_{311}^{op}, T_{312}^{op}, T_{313}^{op}, T_{314}^{op}, T_{315}^{op}, \}
\]

the equivalence function according to (17) takes the value

\[
E(NUM_{31}, 1) = E(NUM_{31}, 2) = E(NUM_{31}, 4) = E(NUM_{31}, 5) = 0
\]

because \(NUM_{31} = 3 \neq 1 \neq 2 \neq 4 \neq 5\).

This follows from the fact that \(T_{311}^{op} \neq T_{312}^{op} \neq T_{313}^{op} \neq T_{314}^{op} \neq T_{315}^{op}\), i.e. \(C_{31}^{op} \neq O_{31}^{op} \neq M_{31}^{op} \neq B_{31}^{op} \neq E_{31}^{op} \).
Fig. 1. Graphical interpretation of expert distribution of identifiers of attacking actions (displayed by two-dimensional support areas $H$, $BHB$, $BBH$, $B$, $P$) and fuzzy values of current parameters $\mu$ regarding to linguistic standards $T_{31}^{\text{ep}}$, $T_{32}^{\text{ep}}$, respectively.

Also $E(\text{NUM}_{31}, 3) = 1$ because $\text{NUM}_{31} = 3$, which follows from the fact that $T_{31}^{\text{ep}} = T_{31}^{\text{ep}}$, i.e. $C_{31}^{\text{ep}} = C_{31}^{\text{ep}}$.

Similarly for $T_{32}^{\text{ep}}$:

\[
T_{32}^{\text{ep}} = \{ T_{321}^{\text{ep}}, T_{322}^{\text{ep}}, T_{323}^{\text{ep}} \} = \{ C_{32}^{\text{ep}}, E_{32}^{\text{ep}} \}
\]

at $j = 2$, $r = 3$, $\text{NUM}_{32} = 3$, $s = 1, 3$ (see (27) in [16]) the equivalence function according to (17) takes the value $E(\text{NUM}_{32}, 1) = E(\text{NUM}_{32}, 2) = 0$.

This follows from the fact that $T_{323}^{\text{ep}} \neq T_{321}^{\text{ep}} \neq T_{322}^{\text{ep}}$, i.e. $E_{32}^{\text{ep}} \neq C_{32}^{\text{ep}}$, and $E(\text{NUM}_{32}, 3) = 1$ because $\text{NUM}_{32} = 3$, which follows from the fact that $T_{323}^{\text{ep}} = T_{323}^{\text{ep}}$, i.e. $E_{32}^{\text{ep}} = E_{32}^{\text{ep}}$.

Therefore

\[
SF_{31} = ( E(\text{NUM}_{31}, 1) \land E(\text{NUM}_{32}, 3) ) = (1 \land 0) = 0,
\]

\[
SF_{32} = ( E(\text{NUM}_{31}, 2) \land E(\text{NUM}_{32}, 3) ) = (1 \land 0) = 0,
\]
Stage 3 – formation of conditional detection expressions.

The conditional detection expressions that display the generated basic rules for identifying the \( i \)-th cyber attack (see (19) in [11]) can be represented in the following way:

\[
\begin{align*}
DR_i &= \{ \bigcup_{a=1}^{w_i} DR_{ia} \}\} \{DR_{i1}, DR_{i2}, \ldots, \\
&\{ DR_{i1} \Rightarrow \{ \text{if } SF_{i1} \text{ then } \bigcup_{u=1}^{v_i} IA_{iu} \} \}, \\
&\{ DR_{i2} \Rightarrow \{ \text{if } SF_{i2} \text{ then } \bigcup_{u=1}^{v_i} IA_{iu} \} \}, \ldots, \\
&\{ DR_{iw_i} \Rightarrow \{ \text{if } SF_{iw_i} \text{ then } \bigcup_{u=1}^{v_i} IA_{iu} \} \}, \\
&\{ a = \overline{I, w_i}, u = \overline{I, v_i} \}. 
\end{align*}
\]

(21) We should note that, formally, each \( SF_{ia} \) can be associated with the \( v_i \)-th amount of identifiers of the anomaly and, therefore, each basic rule can be generated by the \( v_i \) amount of detection expressions, i.e.:

\[
\begin{align*}
DR_i &= \{ DR_{i1}, DR_{i2}, \ldots, DR_{iw_i} \} = \\
&\{ DR_{i1} \Rightarrow \{ \text{if } SF_{i1} \text{ then } IA_{11} \}, \\
&\text{if } SF_{i1} \text{ then } IA_{12}, \ldots, \text{if } SF_{i1} \text{ then } IA_{v_i} \}, \\
&\{ DR_{i2} \Rightarrow \{ \text{if } SF_{i2} \text{ then } IA_{11} \}, \\
&\text{if } SF_{i2} \text{ then } IA_{12}, \ldots, \text{if } SF_{i2} \text{ then } IA_{v_i} \}, \ldots, \\
&\{ DR_{iw_i} \Rightarrow \{ \text{if } SF_{iw_i} \text{ then } IA_{11} \}, \\
&\text{if } SF_{iw_i} \text{ then } IA_{12}, \ldots, \text{if } SF_{iw_i} \text{ then } IA_{v_i} \} \} \\
&\{ a = \overline{I, w_i}, u = \overline{I, v_i} \}. 
\end{align*}
\]

(22) Obviously, the possible amount of conditional detection expressions for identifying of the \( i \)-th cyber attack is determined by the formula

\[
CDR_i = w_i \cdot v_i, 
\]

and their amount to identifying of \( n \) attacks is calculated by the expression

\[
CDR = \sum_{i=1}^{n} CDR_i.
\]

It should be noted that from the total amount of possible detection expressions, not all are decisive (i.e., they affect the intrusion detection process) for identifying the \( i \)-th cyber attack, which also follows from Fig. 1 and (20) (here the decisive will be \( DR_{i1} \) – \( DR_{i15} \)).

Regarding this, we consider an example of the implementation of the stage 3 at \( i = 3 \) \( (CA_3 = CA_{3P} = SP) \), \( j = \overline{I, 2} \) \( (P_{3j} = P_{SKPOI} = KOPI), \)

\[
P_{32} = P_{SKPOIA} = KPOIA), u_{3j} = 5, w_{3j} = 15.
\]

Then the total amount of rules is determined by the formula (23), i.e.

\[
CDR_3 = w_{3j} \cdot v_{3j} = 15 \cdot 5 = 75.
\]

And the expression (22) will be represented in the following way:

\[
\begin{align*}
DR_3 &= \{ \ldots, DR_{31} \Rightarrow \{ \text{if } SF_{31} \text{ then } IA_{31}, \\
&\text{if } SF_{31} \text{ then } IA_{32}, \text{if } SF_{31} \text{ then } IA_{33}, \\
&\text{if } SF_{31} \text{ then } IA_{34}, \text{if } SF_{31} \text{ then } IA_{35}, \\
&\text{if } SF_{31} \text{ then } IA_{36}, \text{if } SF_{31} \text{ then } IA_{37}, \ldots, \\
&\text{if } SF_{31} \text{ then } IA_{3v_1}, \ldots, \\
&\text{if } SF_{31} \text{ then } IA_{11}, \text{if } SF_{31} \text{ then } IA_{12}, \ldots, \text{if } SF_{31} \text{ then } IA_{3v_1} \}, \\
&\text{if } SF_{32} \text{ then } IA_{11}, \text{if } SF_{32} \text{ then } IA_{12}, \ldots, \text{if } SF_{32} \text{ then } IA_{3v_1} \}, \ldots, \\
&\text{if } SF_{3w_1} \text{ then } IA_{11}, \text{if } SF_{3w_1} \text{ then } IA_{12}, \ldots, \text{if } SF_{3w_1} \text{ then } IA_{3v_1} \} \} \\
&\{ a = \overline{I, w_1}, u = \overline{I, v_1} \}. 
\end{align*}
\]

(24) According to the initial data, specified in the example, as well as taking into account the expression (20) and graphical visualization (see Fig. 1) it is clear that the decisive function is a decisive function \( SF_{313} \) that is included in a subset of detection expressions \( DR_{313} \), i.e.
After checking all the rules in $\mathbf{DR}_{3\times3}$, we determine that the identification of the anomalous state is carried out by means of a conditional expression

if \( (E(NUM_{SPKOI},3) \land E(NUM_{SPKOI},3)) \) then "BH"

The Figure 1 graphically shows the current block (in the form of a shaded rectangular area formed by $P^{\tau_f}_{31}$, $P^{\tau_f}_{32}$) interpreting the anomaly in the 2-dimensional parametric NSC-NPSA-(КОП-КПОА)-sub-environment generated by the corresponding attacking SP-environment at the moment of time $\tau_f$.

Here, even during visual comparing, it can be determined that the obtained current block is more closer to the fuzzy two-dimensional support area with the identifier "BH" ("MORE HIGH THAN LOW"), and the used rule can literally be interpreted as: “If the current value of the fuzzy parameter “Number of simultaneous connections to the server (КОП)” at the moment of time $\tau_f$ is more closer to the standard fuzzy number “Average (Среднее – С)” and, at the same time, the current value of the fuzzy parameter “Number of packets with the same address of the sender and recipient (КПОА)” at the moment of time $\tau_f$ is more closer to the standard fuzzy number “High (Большое – Б)”, then the level of the anomalous state that can be generated by the spoofing will be “More High than Low (BH)”. Also, using the developed software for the formation of standards of parameters for cyber attack detection systems [30], using various initial data, there is created the current state area, which allows visually to assess the anomalous state in the system in order to make the necessary decision. Here, the current block is generated, for example, in the form of a red rectangular area formed by $P^{\tau_f}_{31}$ and $P^{\tau_f}_{32}$, which interprets the anomaly in the 2-dimensional parametric NSC-NPSA-(КОП-КПОА)-sub-environment generated by the corresponding attacking SP-environment at the moment of time $\tau_f$ [11].

An example of the work of software for the formation of standards of parameters with different input data is shown on Fig. 2.

This software allows to automate the process of formation of standards of parameters for modern systems of anomaly detection and to display the results of the detection of an anomalous state in a given period of time $\tau_f$.

Similarly, with different initial data there are identified other types of cyber attacks, generating certain anomalies in information systems.
5. CONCLUSIONS

Therefore, in the work there was proposed the DEFM, which on the basis of the basic tuple model [11], using the mechanism of formation the subsets of anomaly identifiers, formalizing the process of creation of decisive functions and conditional detection expressions, allows to form the necessary set of detection rules used to determine the level of anomalous state which is characteristic to a certain type of attacks. The use of this method at the creation anomaly detection systems will expand their functionality regarding to the detection of cyber attacks in a weakly formalized fuzzy environment.
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