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ABSTRACT 
Leader election is an important issue in distributed systems and communication networks. Many protocols 
and algorithms that are running on distributed systems need a leader to ensure smooth execution; the leader 
has the responsibility to synchronize and coordinate the system processes. The absence of the leader makes 
the system inconsistent, and therefore unreliable. Such problem, however, can be solved by leader election 
algorithms. In this paper, we propose –for the first time- a new leader election algorithm to solve the leader 
failure in honeycomb mesh network. The honeycomb mesh network desired due to its low network cost, 
regularity, and scalability. The proposed algorithm aims to select exactly one node among all active nodes 
in the network to be a new leader, the node, which is elected as the new leader, has more priority over other 
nodes. The performance of the proposed algorithm is evaluated by computing the number of messages and 
time steps required to elect a new leader and complete the algorithm mission. The mathematical evaluation 
shows that the proposed algorithm requires O(n) messages in O( ) time steps in the best case to complete, 
as well as O(n1.5) messages in O( ) time steps in the worst case. 

 
Keywords: Leader Election, Distributed Systems, Honeycomb Mesh, Concurrency.

1.    INTRODUCTION 

During last decades, distributed systems have 
used in a wide range of computing domains, and it 
became more and more crucial in evolving of 
various systems and applications, such as the web 
and business applications [1]. Distributed systems 
consist of multiple independent computers that 
cooperate with each other to perform common tasks 
that divided over it. Tasks are distributed on 
multiple computers to increase the computational 
speed of problems solving [2]. A group of 
processes that are communicating through various 
networks topologies in distributed systems requires 
one process to be a leader to coordinate and control 
their communications and actions [3]. Any process 
in a purely distributed system has to communicate 
with all other processes to take a certain action. The 
basic idea for reducing the communication 
complexity is to choose one process from the 

current alive processes to be a centralized process, 
which in turn manages all processes 
communications over the system [4]. 

Distributed systems need a coordinator to 
manage activities and actions. The coordinator is 
designated to perform particular roles in distributed 
systems such as managing group communications, 
reconstructing a lost token in a token ring network, 
lock server to decide which process can use a 
shared resource or enter a critical section, time 
server to synchronize the system processes, or a 
primary server to manage the replicated data and 
backups updating operations [5], [6]. 

The leader is prone to fail for some reasons, to 
continue the working and based on some criteria, 
another process should be elected as a substitution 
for the previous leader. Leader Election Algorithm 
(LEA) is the process of choosing a single node to 
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be the coordinator or controller of some tasks that 
distributed over a number of computers (nodes), 
this coordinator acts as a centralized controller for 
that decentralized system [7], [8]. There are a wide 
variety of topologies that have been proposed and 
used in interconnection networks, such as a ring, 
mesh, hypercube, torus, tree, and honeycomb [9]. 
Preferred topologies are those which have less 
complexity than the others; multiple criteria can be 
used to evaluate any topology, some of these 
criteria are diameter length, degree, bisection 
width, cost, or bisection bandwidth [10], [11].  

However, the network cost is considered as the 
main criterion to evaluate the topologies; the 
network cost refers to network performance and 
implementation cost of a topology, which can be 
defined as the product of network's diameter length 
and the node degree [12], as shown in the following 
equation. 

 
network_cost = diameter * degree      (1) 

 
The diameter denotes to the maximum hop count 

from the set of network's minimal hops between 
any pair of nodes in the network, while the degree 
refers to the number of links that a node has. 
Nevertheless, nodes in a network may have 
different degrees, in this case, the degree 
determined by considering the maximum node 
degree. A compromising of the diameter and the 
degree should be taken into account in designing a 
network topology, where the diameter is related to 
the message transmission time, and the degree is 
related to the hardware cost [11]. A topology is said 
to be effective in terms of network cost if it has a 
small network cost for a given number of nodes 
[12].  

This paper highlights the two-dimensional 
Honeycomb Mesh (HM) networks and proposes a 
new algorithm to elect a leader for it. Honeycomb 
mesh networks consist of a number hexagons, 
which is less complex than the mesh network, the 
complexity (also known as network cost) of the 
HM is approximately 40% less than the mesh 
network [11], [12]. The leader in HM networks 
may fail or crash, to keep the network proceedings, 
the system demands a LEA to take the initiative to 
elect a new one, which will be proposed in this 
paper. For example, let P is a group of N processes 
that connected over honeycomb mesh networks, 
P=(p1,p2,…, pN ), we must run an algorithm to 
choose one process Pi, where i=(1,2, …, N) among 

these processes to be the leader. However, to the 
best of the author's knowledge, no previous studies 
have investigated leader election issue in HM 
networks yet; our research comes to solve this issue 
by proposing a new LEA that elects one process to 
become a new leader for the system that is 
distributed over the HM networks. 

The rest of this paper proceeds as follows: 
Section 2 introduces the related works. In Section 
3, we describe and discuss the HM networks and its 
properties. Section 4 presents the proposed 
algorithm and gives an illustrated example. Section 
5 evaluates the performance of the proposed 
algorithm using a mathematical model. In Section 
6, we conclude the paper and give directions for 
future works. 

2. RELATED WORKS  

Leader election is an inherited problem in 
distributed systems and has been extensively 
studied in the literature; several algorithms were 
proposed to solve the leader failure in various 
networks topologies. The same algorithm is hard to 
be applied to several systems since LEAs are varied 
based on algorithm nature, network topology, 
transmission media, and whether the network size 
is uniform (known) or non-uniform (not known) 
[13]. Le Lann in [14] proposed an algorithm to 
elect a leader in a ring network, the algorithm 
assumes the processes are logically ordered and 
organized in a ring, where each process has a 
communication link to the next process in the ring 
in a unidirectional way. When any process detects 
that the leader is not functioning, it initiates an 
election message that contains its ID and sends the 
message to next process in the ring. Each process 
receives the message puts its ID to the list in the 
message nominating itself a candidate to be elected 
as a leader. Finally, the message returns to the 
initiator process which started it; the initiator 
process selects the list member with highest ID as 
the new leader, and a new message known as leader 
message is circulated once again to announce the 
new leader and the members of the new ring. The 
message complexity of the ring algorithm is O(n2) 
messages. However, many enhancements 
introduced to the ring algorithm such as in [15], 
[16]. 

Bully algorithm was proposed in [17]  to solve 
the leader election problem by considering the 
complete networks, the algorithm known as the 
bully algorithm. Unlike ring algorithm, the bully 
algorithm assumes that each process can 
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communicate directly with all processes. A process 
P that observes the leader failure begins an election 
algorithm by sending election messages to all 
processes with IDs larger than its ID, if no process 
responds to the election message, process P wins 
the election and becomes the new leader. When a 
process receives an election message, it replies with 
an ok message to indicate it is alive and will take 
over the election algorithm. Afterwards, all 
processes give up except only one, which is the 
new leader, the leader announces itself by sending 
leader message to all other processes. The bully 
algorithm requires O(n2) messages; several 
modifications were proposed to improve the bully 
algorithm in [18], [19], [20], [21]. 

Seperhi and Godarzi in [22] proposed a LEA to 
elect one process to be the new leader for a set of 
processes that connected by a tree network, this 
algorithm based on heap structure. The algorithm 
starts by constructing a tree T of size N processes 
and ends when a unique process which is greater 
than the others is elected as the new leader and 
stored at the root of the tree. Consequently, this 
process will take over the leader job and declare 
itself as the new leader by sending leader messages 
to the others, the message complexity of this 
algorithm is O(n). 

Refai [23]  proposed a new LEA to solve the 
leader failure in hypercube networks, even if the 
processes IDs are not distinguished, the algorithm 
requires O(n) messages. The election problem was 
also solved and examined in 2D torus networks 
[24] as well as 3D torus networks [13]. The 
researchers took into consideration the failure of a 
link during the election process; the link failure was 
overcome in both algorithms by sending the 
message on an alternative link. However, the 
proposed algorithms in 2D and 3D torus networks 
need O(n) messages to terminate. 

Refai et al. [25] put forward an algorithm to 
solve the leader election problem in 2D honeycomb 
torus networks. The algorithm composed of three 
phases, where phase one starts at the detection of 
leader failure by at least one process, such process 
sends election messages to its neighbor's processes, 
the results of phase one are collected by a particular 
group of processes. These processes in phase two 
make a new election, and gather the results in one 
process. In phase three, the process that is aware of 
the new leader broadcasts a leader message to all 
processes in the network. However, The algorithm 
needs O(n1.5) messages. 

A dynamic solution for 2D honeycomb torus 
networks was proposed in [26] to solve leader 

election problem in the presence of single link 
failure. The idea behind the solution is the same as 
in [13], [24]. 

3. HM NETWORKS VS MESH NETWORKS 

The HM networks topologies are widely studied 
in the literature and have attracted many research 
interests due to its high regularity, and scalability 
[27]. Despite it was firstly reported in 1997 [12] 
where the author proposed an addressing scheme 
for the nodes and introduced some of the HM 
topological properties, HM topologies have been 
recently showing increasing concerns by many 
researchers, it further examined and analyzed  in 
[11], [27], [28], [29], [30], [31], [32], [33]. The HM 
networks vastly used in computer graphics, cellular 
phone base station, image processing, and wireless 
sensor networks[28]. An HM topology consists of a 
number of hexagons; one hexagon forms an HM of 
size one, which denoted as HM1. The HM of size 
two (HM2) obtained by surrounding the boundary 
edges of HM1 with six hexagons. In such manner, 
HM of size t (HMt) constructed by attaching one 
hexagon to each edge on the outside boundary of 
HMt-1[11]. Figure 1 shows HM network with 
different sizes. 

 

 
Figure 1: Honeycomb Mesh With Different Sizes 

The coordinate system for HM based on X, Y, 
and Z axes, those axes begin from the center of the 
topology and split it logically into three regions, see 
Figure 2. The nodes that connected by any edge 
that is a parallel to an axis say X share the same 
coordinates values except the x coordinate value, in 
other words, a certain coordinate value will change 
only by following an edge parallel to its 
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corresponding axis [33]. Nodes in HM of size t 
(HMt) are addressed using three coordinates (x, y, 
z), such that –t+1 ≤ x, y, z ≤ t. Starting from the 
honeycomb center, x coordinate value equals one at 
the first node that meets the x-axis, for the next 
node in the same movement direction x=x+1, 
which is two. In the reverse direction, the first node 
that meets the X axis has x value 0, for the next 
node x=x-1, which is -1, and so on. The address is 
designated in the same approach for y and z 
coordinates as in x coordinate [29]. A zigzag chain 
formed by crossing the nodes that have the same 
coordinate (x, y, or z) in a particular direction, for 
example, consider the z coordinate, all nodes that 
have the same z-coordinate value will form a 
zigzag chain. In figure 2, there are six chains with 
respect to z coordinate, that are z={-2,-1,0,1,2,3}. 
The zigzag chains for x and y coordinates are 
obtained in the same way [11]. 

 
Figure 2: Coordinate System Of HM Network 

The HM is a bipartite graph, each node has either 
white color or black color, which will be called a 
white node or a black node, the white node joins 
only to black nodes, and vice versa. Thus, each 
edge (link) in the network connects a white node 
with a black node. The summation of coordinates in 
each white node equals 2, whereas the coordinate's 
summation in each black node is 1. The adjacent 
nodes for any node (x , y, z) are determined as 
following, for a white node the adjacent nodes are ( 
x-1 , y, z), (x, y-1, z), and (x, y, z-1), and for a 
black node the adjacent nodes are (x+1,y,z), 
(x,y+1,z), and (x,y,z+1) [29]. 

Links are bidirectional and numbered from 1 to 
3, as illustrated in Figure 3, where a link that is 
parallel to X-axis is called link1, link2 is parallel to 
Y-axis, and link3 is parallel to Z-axis, the number 
of links in HM is 9t2 – 3t [28]. The distance 

between any two nodes p and p' is |x-x'| + |y-y'| + 
|z-z'|, two nodes are connected by an edge if and 
only if the distance is 1, and this occurs when the 

nodes differ in exactly one coordinate [11], [12]. 
Figure 3: Links names in HM network 

The number of nodes (n) in HMt is 6t2, the 
diameter is 4t-1, and the node degree is 3 [12], 
therefore, the network cost of the HMt is 3(4t-1). 
However, the network cost can be written in terms 

of n, by substitute t with 6/n , so the network 

cost is 12 6/n -3, where t = 6/n  [11]. 

Comparing the HM with mesh connected 
computers; where the diameter is 2, and the node 
degree is 6, the HM has 25% smaller degree and 
18.5% smaller diameter than the mesh connected 
computers with the same number of nodes. The 
network cost of mesh connected computers is 8, 
therefore the network cost of HM is approximately 
40% lower than the cost of the mesh connected 
computer [12]. As consequence, the HM has less 
network cost than mesh connected computer 
network, and our objective in this research is to 
adapt HM networks and propose LEA for it, as will 
be discussed in the next Section. 

4.   THE PROPOSED ALGORITHM  

4.1 Research Assumption 
The research study assumes the following: 
 Routers should run all the time. 
 All communication links are bidirectional. 
 Each node has a unique ID, which indicates its 

relative importance, the ID is computed by an 
internal function, and the ID value never 
changes during the algorithm execution. 

 The leader failure is detected when the timeout 
exceeds without acknowledgement, the nodes 
which detect this failure start the election 
algorithm. 

 The failed leader is excluded from the current 
election process by degrading its ID to 0. 

 No link failure occurs during the election 
process. 

 More than one node can run the election 
process concurrently; this takes place when a 
subset of nodes detects the failure. 
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Each node has the following variables: 
a) Node ID: Unique ID. 
b) Node position: Position of the node. 
c) Leader ID and leader position. 
d) Phase: Election phase and step. 
e) Node ring: A value that determines to which 

ring that the node will belong. 
f) Node state: Normal, candidate, leader. 

 
If the failed leader comes back again, it sends a 

message to an adjacent node, checking the ID of 
the current leader, if it has higher ID than the 
current leader ID, an election process will be 
initiated by this node. This procedure is also done 
when a new node joins the network to substitute a 
crashed node. 

4.2 Definitions 
In this section, we introduce the essential terms 

that will be mentioned in the algorithm discussion; 
these terms help in understanding the algorithm. 

1. Node State: while the algorithm is in progress, 
each node in the network can be in one of the 
following three states: 
 Normal: the network is normal, and this node 

does not participate in any election process. 
 Candidate: there is a leader failure, and this 

node participates in the current election 
process. 

 Leader: exactly one node has the leader state 
in a stable network, this state lost when the 
leader crashes. 

2. Position: The position of a node determined 
according to its coordinates (x,y,z). 

3. Node Ring: The authors suggest that the HM 
network consists of t equalized size 
overlapping rings, where t is the honeycomb 
size, i.e. number of rings = t. The ring number 
is determined depending on the node position. 
The ring number is in the range (t, t-1, …, 1), 
see Figure 4 which represents HM4 with four 
overlapping rings.  

4. Path: The path represents the track that the 
election message will follow, this path 
composed of two links numbers, known as the 
path sequence, for example, 23. 

5. Ignore Node: This node satisfies the condition 
of ignoring the inform message, the inform 
message is ignored either by candidate nodes 
or by a node where another node in its ring is 
informed with the leader failure and has the 
same election paths of the inform message 

initiator. 

 
Figure 4: Rings In HM4 

6. Alteration Nodes: Each node in this group 
alters the path of the received message by 
replacing a link number in the path sequence 
with another one. These nodes represent the 
zigzag chains, where z coordinate value is t, 1-
t, 1, or 0, the summation of node coordinates is 
regarded in addition to the z value to replace 
the links in the path, the alteration nodes in 
HM3 are shown in Figure 5. For example, if 
any node with z=1-t receives election message 
with path sequence 31, it will alter the path to 
23, or if it receives the message with path 
sequence 31, it will modify the path to 23. The 
main benefit of alteration nodes is to enforce 
the election message to go through a circular 
trajectory (ring). 
 

 
Figure 5: Alteration Nodes In HM3 

7. Messages Types: The types of message that 
included in the proposed algorithm are: 
 Inform Message: A message that informs other 

nodes about leader failure composed of 
(initiator position, phase, step, ignore_node, 
path_1, path_2). 

 Election Message: A message that is 
composed of (initiator position, phase, step, 
path, ring_number, higher ID, the position of 
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higher ID). The election message goes 
through a predetermined sequence of links 
(path), and within the initiator's ring. 

 Ring Result Message: similar to election 
message, but used in phase 3 to compare the 
nominee's leaders of all rings in the network. 

 Leader Message: A message that contains the 
leader ID and position. 

8. Step: The step is increased by one in the 
inform message and the election message in 
each time the message forwarded to the next 
node. 

9. Ring Accumulator Node: A node with position 
(ring_number, - ring_number + 1, 1) in each 
ring is used to gather the result of election 
process. Each ring in the network will 
nominate a leader; this leader information is 
gathered by the ring accumulator node 
corresponding to that ring. 

10.  Network Accumulator Node: The node with 
position (1,0,1) in the network is used to select 
only one node as the  new leader for the whole 
network. The node gathers the rings nominee 
leaders and selects the nominee leader with 
highest ID as the new leader. Afterwards, this 
node broadcasts leader messages to all nodes in 
the network announcing the new leader. 
 

4.3 The Algorithm Phases 
The proposed algorithm consists of several 

phases; phase1 involves detecting the leader failure 
and informing other nodes about the failure. Phase2 
starts the election process to elect a leader for each 
ring in the network. In phase3, the algorithm 
concerns with selecting the new leader of the 
network. Finally, phase4 broadcasts leader 
messages to all nodes in the network. However, the 
Figure 6 represents main algorithm phases. 

Phase1: The algorithm begins when a node 
detects the leader failure. The node changes its state 
to the candidate, checks its ring number, determines 
the election paths and inform message ignore 
condition based on its position, and sends two 
inform messages to t-1 nodes across links 1 and 2, 
the inform message guarantees that, all informed 
nodes will have the same election paths, Figure 7 
summarizes phase1.  

The informed node has the following properties: 
The same summation of the message initiator's x 
and y coordinates, and the same z-coordinate value 
of the message initiator. 

 

 

Figure 6: Algorithm phases 

Each candidate node starts phase2 by extracting 
the paths from the inform message, chooses its ID 
as higher ID and sends election messages to other 
nodes within its ring across the first link in each 
election path. Phase1 finishes when one inform 
message reaches an ignore node, and the another 
inform message reaches a node that does not have a 
link to next node in the z coordinate direction.  
Note that, if the state of the node is a candidate, the 
inform message will be immediately ignored. 

 
Figure 7: Phase1 
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Phase2: Each candidate node in phase one starts 
the election process by sending election messages 
in two different directions to all nodes within its 
ring. Every node that received the election message 
compares the received ID with its ID, selects the 
higher ID and passes the election message to next 

node after changing the path. The ring accumulator 
nodes which have positions (ring_number, - 
ring_number + 1, 1) gather the election result of 
each ring in the network; these nodes have the 
nominees leaders of all rings in the HM network, as 
illustrated in Figure 8. 

 
Figure 8: Phase2 

During phase 2 each node receives the election 
message will check its ring number and the 
alteration node condition. The nodes that have the 
same ring number of the election message initiator 
are authorized to compare the received ID with its 
local ID, the nodes that differ than the ring number 
of the message initiator will pass the election 
message without comparing the IDs. The alteration 
node condition is checked to decide whether the 
path numbers will be only swapped, replaced 
without swapping, or replaced and swapped. 

If the ring accumulator node that has the position 
(t,-t+1,1) receives two election messages belong to 
the same initiator, it selects the higher ID and starts 
phase 3 by sending ring result message across a 
path with sequence 12 to compare its nominee 
leader with all nominees leaders in the network. 

Phase3: Figure 9 shows phase3, where the node 
with position (t, -t+1, 1) starts phase 3 by sending a 
ring result message across path: 12. As in phase1, 
the message sent to t-1 nodes, each node that has 
the same summation of message initiators' x, and y 
coordinates, will compare its local ID with received 
ID and select higher one, then it passes the message 
to next node.  

If the phase of the receiving node does not equal 
to the phase of the incoming message, the message 
will suspend until the phase of the node becomes 
3.This process continues until the message reaches 
the network accumulator node (1, 0,1), this node 
selects the node with highest ID to be the leader of 
the whole network and starts phase 4 by broadcasts 
leader messages to all nodes in the network. 
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Figure 9: Phase3 

Phase4: The network accumulator node (1, 0, 1), 
is aware of the new leader ID and position. It 
broadcasts the leader message to other nodes on all 
available links 1, 2 and3; every node receives the 
message will change its state to normal, update the 
leader information depending on the leader 
message, and pass the message to other adjacent 
nodes, see Figure 10. 

 
Figure 10:  Phase4 

4.4 Practical Example 
To provide more understanding of the algorithm, 

consider the following example, where the 
honeycomb size (t) is 3, and the number of nodes is 
54. Assume node A detects the leader failure, as 
shown in Figure 11 (a).Node A starts the algorithm 
by changing its state to the candidate and prepares 
inform messages to inform two other nodes which 
have the same x, and y coordinates summation in 
the same z coordinate. The inform message is sent 
on link1 and link 2, but link2 is not available so 
that the node A will send one inform message on 
link1 to node D. The inform message is as 
following ((-2,3,0), 1, 1, (---,0,---),13, 31). 

 
Figure 11:  An Example For Illustrating Phase 1 

Node A also starts phase2 and prepares two 
election messages. The first message ((-2,3,0), 2, 1, 
13, 2, higher ID, (-2,3,0)) is sent on link1, while the 
second message is sent on link3, the second 
message has the same information of the first 
message, except for fourth value which is the path 
31.When node D receives the inform message, it 
compares its x and y summation with the message 
initiator's x and y coordinates. The summation is 
different, so D will pass the inform message on 
link2 to node B. Node B has the same summation 
of the message initiators' x and y, the node B 
changes its state to candidate, checks its ring 
number, extracts the election paths from the inform 
message, and sends two election messages as node 
A did. Node B passes the inform message on link1 
to next node, the Figure 11 (b) shows phase 1. 

However, the inform message continues until it 
reaches node G. The node G has the same 
summation of x and y coordinates of the message 
initiator, it satisfies the ignoring node condition, 
where its y value is 0. The inform message will be 
discarded and deleted, here phase1 finishes, see 
Figure 11 (b).The nodes A, B, and C started phase2 
by sending election messages to the next nodes on 
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the first link in the two election paths, as in Figure 
12 (a). The election messages go through a path as 
in Figure 12 (b), (c) and (d) until reaching the ring 
accumulator nodes with positions (ring_number, -
ring_number + 1, 1) in each ring, these nodes are P, 
Q, and R in our example.  

 

 

 
Figure 12: Phase 2 In The Example 

When the node P which has position (t, -t+1, 1) 
receives two election messages belong to the same 
initiator from links 1 and 3, it selects the highest ID 
in its ring (its ring nominee leader) and starts phase 
3 by sending ring result message to node Q as in 
Figure 13 (a). Node Q compares its ring nominee 
leader with the nominee leader of P's ring and 
selects the higher nominee leader. Node Q sends 
ring result message to node R to select the leader of 
the whole network, as shown in Figure 13 (b). 

 
Figure 13: Phase 3 In The Example 

The network accumulator node R starts phase 4 
by broadcasting leader messages to all other nodes 
in the network to announce the new leader, Figure 
14 (a), and (b) show phase 4. 

 

Figure 14: Phase 4 In The Example 

5.   PERFORMANCE EVALUATION  

Leader election algorithms evaluated by 
computing number of time steps and messages 
needed to bring the system again to a stable state. 
The number of time steps computed by counting 
the steps that have been required to finish each 
phase, and therefore to complete the algorithm, 
while the number of messages computed by 
counting the messages that have been exchanged 
among all nodes in the network to elect a new 
leader [13]. However, in this section we present a 
mathematical analysis for our proposed LEA, the 
analysis includes two cases: best case, where one 
node detects the leader failure, and the worst case 
where all nodes detect the leader failure. 
5.1 Best Case  

The algorithm requires O(n) messages to elect a 
new leader in O( ) time steps. 

5.1.1 Proof of message complexity 

The overall number of messages needed by the 
algorithm is the summation of messages number in 
each phase, as follows: 

Phase1: The node which detects the leader 
failure will send inform messages to t-1 nodes that 
have the same summation of x, and y coordinates in 
the same z coordinate, where t represents the size 
of the honeycomb. The node first sends at most two 
inform messages in two directions to two adjacent 
nodes; those adjacent have a different summation 
of x, and y, so each node that receives the inform 
message sends one inform message to next node, 
this process continues until t-1 nodes informed with 
the leader failure. To inform one node with leader 
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failure we need two messages, but also we need 
two additional messages to reach the ignore node, 
so the total number of inform messages in phase 
one is 2(t-1) + 2= 2t, an additional message may be 
used depending on the node position. 

Phase2: The candidate nodes in phase1 send 
election messages equal to its ring size, the ring 
size in HMt is 8t-2. The total number of election 
messages in t rings in this phase equals t(8t-2). 

Phase3: The ring accumulator node that has 
coordinates (t, -t+1, 1) starts phase three by sending 
a ring result message to t-1 nodes that have the 
same summation of its x, and y to compare the 
leader ID of its ring with the leader ID in t-1 rings. 
As in phase1, we need two messages to reach the 
first node, for t-1 nodes we need 2t-2, in this phase, 
there is no ignore node. Therefore, we do not need 
two additional messages. The number of messages 
that is required until the message reached the 
network accumulator node (1, 0, 1) in this phase is 
2t-2. 

Phase4: The network accumulator node (1,0,1) 
broadcasts leader message to all adjacent nodes, it 
sends three messages. Each node receives the 
message will send messages across all links except 
the link it received the message from, each node 
has degree three will send two messages, while 
each node with degree two will send one message. 
The number of nodes with degree two is 6t, and the 
number of nodes with degree three is 6t2-6t, the 
first node sends one additional message, so this 
phase requires a number of messages equal 
6t+2(6t2-6t)+1=12t2-6t+1. 

The total number of messages 
(number_bst(messages)) that are used by the 
proposed algorithm is computed by adding the 
number of messages in each phase, as following: 

 
number_bst(messages) = 20t2-4t -1+ (1)     (2) 
 

By replacing t with 6/n , the result shows that 

the algorithm requires O(n) messages. 

5.1.2 Proof of time complexity 

The overall number of time steps computed by 
adding a number of time steps in each phase, as 
follows: 

Phase1: The node that detects the failure sends 
two messages in two directions in one step, next 
node sends one message in one step, this process 
continues until t-1 nodes informed with the failure. 
To deliver the election message to one node we 

need two timesteps, for t-1 nodes we need 2t-2 time 
steps, two additional time steps required to deliver 
the message to ignore node. Depending on the node 
position, some nodes require fewer time steps, the 
number of time steps in this phase is at least t time 
steps, and at most 2t time steps, we consider the 
node that requires the largest time steps, so the 
algorithm needs at most 2t-2+2= 2t time steps in 
phase1. 

Phase2: In phase 2, the number of time steps 
depends on the position of the node that detects the 
failure. In the first case, the node at the middle of a 
ring detects the failure, if such node detects the 
failure, then the number of time steps equals 4t-
1.The node sends two election messages in two 
directions; each message needs 4t-1 steps to reach 
the ring accumulator node (ring_number, -
ring_number+1, 1).In the second case, the ring 
accumulator node (ring_number, -ring_number+1, 
1) detects the failure; it needs 8t-2 time steps to 
complete the ring. 

Phase3: the ring accumulator node (t, -t+1, 1) 
sends a ring result message to t-1 nodes, to deliver 
the message to next node we need two timesteps, 
the message is stopped by the network accumulator 
node (1, 0, 1), for t-1 nodes the algorithm requires 
2t-2 time steps. 

Phase4: In HM1, we need three steps to 
broadcast the leader message to all nodes in the 
network, in HM2 we need five steps, and in HM3 
the number of steps needed is 7. It is easy to 
observe that HMt needs 2t+1 messages to finish 
this phase. 

The total number of time steps regarding the first 
case in best case shown in (3) 

 
number_bst(timesteps) = 10t – 2       (3) 

 
While the total number of time steps regarding 

the second case in best case shown in (4) 
 

number_bst(timesteps) =  14t – 3     (4) 
 

The results in (3) and (4) verifies that O( ) 
timesteps required to complete the algorithm. 
5.2 Worst Case 

The algorithm requires O(n1.5) messages to elect 
a new leader in O( ) time steps. 

5.2.1 Proof of message complexity 

Phase1: All the nodes in the network detect the 
leader failure at the same time. The nodes begin the 
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algorithm by sending at most two inform messages 
in theirs' z coordinates; the inform message will be 
ignored immediately since all nodes in the network 
are candidates. There are 4t nodes that have one 
link in the same z coordinate value; these nodes 
will send 4t messages, and other nodes 6t2 - 4t will 
send 2(6t2 - 4t) messages, the number of messages 
in this phase is 4t+2(6t2-4t). 

Phase2: The worst case happens when the ID's of 
all nodes in a ring are ordered, the first node sends 
two messages, the second node sends three 
messages, the third node sends four messages, the 
node 8t-3 sends 8t-2 messages, while The node 8t-2 
sends 8t-2 messages. Consequently, the number of 
the total message in one ring is as following: 

 







28

1

1))1((
t

k

k           (5) 

 
For t rings, the number of messages is computed 

by multiplying t with (5), as represented by (6) 
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Phase3: As in the best case, needs 2t-2 messages. 
Phase4: requires 12t2-6t +1 messages to finish, as 

in the best case. 
The total messages number needed by the 

algorithm in worst case is the summation of the 
number of messages in each phase, the number of 
messages is shown in the (7). 

 
number_wrst(messages)=12t2 - 4t  

+ )1))1(((
28

1






t

k

kt + 2t-2 + 12t2-6t +1      (7) 

 

By substituting t with 6/n , the algorithm 

needs O(n1.5) messages. 

5.2.2 Proof of time complexity 

Phase1: In this case, all nodes detect the failure 
simultaneously; each node sets its state to the 
candidate and sends two inform messages to its 
adjacent in same z coordinate. Therefore, the time 
steps needed in this phase is one, since candidate 
nodes will ignore the inform message. 

Phase2: When all nodes detect the failure, only 
the election message with highest ID will complete 

the ring, the ring accumulator node with position 
(ring_number,-ring_number +1, 1), needs 8t-2 steps 
to complete the ring. 

Phase3: this phase needs 2t-2 time steps to finish, 
as in the best case. 

Phase4: phase4 needs 2t+1 time steps. 
Consequently, the total number of timesteps is 

represented by the following equation: 
 

number_wrst(timesteps) = 12t – 2      (8) 
 

The result in (8) proofs that, the algorithm 
requires O( ) timesteps. 

 
6.   CONCLUSION 

The research paper proposes, for the first time, a 
new LEA to solve the leader failure problem in HM 
networks. The performance of the proposed 
algorithm is evaluated by calculating the number of 
required messages and time steps to complete the 
algorithm. The evaluation included two cases, best 
case and worst case. In the best case, leader failure 
is detected by only one node, whereas in the worst 
case, the failure detected by all nodes in the 
network. The algorithm requires O(n) messages to 
elect a new leader in O( ) time steps in the best 
case. While in the worst case, it requires O(n1.5) 
message in O( ) time steps, where n represents the 
number of nodes in the network. 

There are some challenges in our proposed 
algorithm that remains for further investigations, 
such as designing fault tolerant algorithms. In 
future works, the proposed algorithm for HM can 
be improved to deal with one link and multi-link 
failure in the network; the algorithm can also be 
extended to solve the leader election in three-
dimensional HM. 
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