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ABSTRACT 
 

Graduates shall see the importance of improving their skills to prepare themselves to get the right jobs. 
Considering such important requirements, therefore many universities have designed various skill 
development programs in their curriculum. The students enrol in these programs and eventually, their skills 
performance will be evaluated using certain scores. This research does not aim to calculate the scores. Instead, 
we focus on how to find the relationship between parameters presented for the evaluation. In this study, we 
use the fuzzy-soft-association-rule mining (FSAR) approach and proposed the fast algorithm for finding 
association rule on fuzzy soft set. FSAR is a tool that combines Fuzzy Soft Set concepts and Association 
Rule Mining. We found that FSAR is an effective method to describe the relationship between parameters in 
large size data. Using FSAR, we will find a significant parameter or uncorrelated parameters for further 
analysis. This study recommends the selected parameters for determining the type of training for students. 
By selecting the right training, the University can reduce training cost significantly. 

Keywords: Association Rules, Soft Set, Fuzzy-Soft-Association Rule. 

 
1. INTRODUCTION 
 

Association rules and soft set method are 
two famous methods in knowledge data discovery 
(KDD) that are often widely used. Association rule 
proposed by Agrawal[1]. At the first time, 
association rules used for market basket analysis. 
Current, association rules have been widely used in 
various disciplines. One of the significant 
association rule mining applications is about 
determining data correlation in a large data set. There 
are association rule applications in data 
categorization or data classification problems [2][3] 
[4][5]. Martin [6] proposed a business intelligence 
model based on association rule mining algorithm 
and financial domain ontology to predict bankruptcy. 
Reagan Hu [7] studied the Apriori algorithm of 
Association Rules and its deficiencies to implement 
breast disease diagnosis. Zhi-Min Xu  [8]applied the 
concept of association rules for revenue analysis 
from financial transactions.    

The soft set [9] is known for its reliability 
in handling crisp parameter but still has challenges 
in dealing with real numbers. Therefore, Maji [10]  

proposed a fuzzy soft set for handling real number 
parameters. As an association rule, the fuzzy soft set 
has been implemented in various disciplines. 
Handaga [11] used a fuzzy soft set theory to develop 
numerical data classification algorithm. 
Mangalampalli [12] implemented fuzzy association 
rule mining on large data set to improve speed 
performance. Jiang [13] used ontology based on soft 
set for semantic decision making.  

There are also association rule applications 
in soft set data representation reported in the 
literature. Dede rohidin [14] proposed fuzzy soft set 
association rules, a method that combines fuzzy soft 
set and association rules (FSAR). FSAR enables data 
correlation finding in a large data set.  

In this study, we will use FSAR in the 
psychology area. We extract the student soft skill 
data, the soft-kill needed by graduated. Coz, many 
employers require not only high qualifications but 
also a graduate must possess appropriate skills and 
competencies[15]. We know two types of skills: soft 
skill and hard skills. Snyder [16] define hard skill as 
a technical skill. Rainsbury [17] define soft skills as 
behaviour required to apply technical skills. 
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Certainly, we need both, hard skill and soft skill to 
perform In fact, some job positions prefer the soft 
skills required to be more fulfilled rather than the 
hard skill requirement [18]. 

There are some soft skills needed by a 
graduate: active learning, social perceptiveness, 
teamwork, etc. In this research, we find out the 
relation between different kinds of skills required by 
graduates. There are eighteen kinds of skills to be 
studied. The value of each skill is achieved by 
assessment of 40 students. The assessment is a 
performance assessment that is guided by several 
experts. We believe that of the eighteen types of 
skills tested are mutually influential skills.  For that 
reason, in this study, we sought the relationship 
between the types of Skill. By looking at the 
relationship between the skills, we can choose a 
certain significant skill. Significant skills can be 
used as a basis to determine as little as possible the 
type of training that will be given to students so they 
can have as many skills as possible. The process of 
finding the relation between these skills is done 
using the Fuzzy soft set Association rule (FSAR) 
method. This method uses the Support and 
confidence parameters to measure the relationship 
between the Skill. 

This paper has extended the approach 
presented in [14] with the following contributions: 

a. Extension of fuzzy soft set association rules 
concept in psychology area. 

b. Implementation of a fuzzy soft association 
rules concept through some derivation steps. 

c. Propose a fast algorithm for finding association 
rules on fuzzy soft set. 

The discussion in this paper starts from the 
introduction presented in section 1. Next on section 
2 presented the concept of association rule as well as 
a soft set that is the basis of the different methods 
will be introduced. Section 3 presents the proposed 
method:  Fuzzy Soft Association Rules Concept and 
the algorithm for finding rules. Section 4 discusses 
the implementation of fuzzy soft association rules on 
student data set. Finally, a   conclusion and future 
work are presented at the end of the discussion. 

 

2. LITERATURE REVIEW 

 
In this section, we describe the concept and 

notation association rule of Agrawal [1], soft set of 
Molodtsov [9] and fuzzy soft set of R. K. Maji [10]. 
Those concepts used in our research.   

2.1 Associations Rules 

 
Association rule is a tool to discover the 

relationships between certain data in the itemset. 
Analysis of the association rule is often also called 
market basket Analysis. Formally, Association rule 
mining defined as follows: I = {𝑖ଵ, 𝑖ଶ,…, 𝑖} is 
attribute set and 𝑖 where j = 1, 2, ..., m, is Attribute 
item. Let, set of transaction D = { 𝑡ଵ, 𝑡ଶ,…, 𝑡}, 
where each transaction t has a t-itemset, that is 𝑡 = 
{𝑡ଵ, 𝑡ଶ,…, 𝑡} ⊆ I. An association rule between 
items set X and Y, denoted by the form X ⇒ Y, where 
X ⊆ I, Y⊆I and X ∩Y = 𝛟. X is called antecedent and 
Y is called consequent. 

In the association rule, there is some 
measure of confidence in determining the level of 
association between itemset obtained from 
processing results in a certain way. The size of the 
trust is Support and confidence. 

Support shows how the dominance of an 
itemset to the overall transaction. Support an itemset 
X revealed with sup(x) is the number of transactions 
containing X divided by the total number of 
transactions in D. While support for association rule 
X⇒Y is defined as the number of transactions 
containing X and Y divided by all of the transactions. 

  

sup(X⇒Y)=  
்௦௧ ௧ ௧  ௗ 

்௧ ே௨  ்௦௧
 

 

The Confidence is a quantity that indicates 
the magnitude of the relationship between the 2 
itemsets conditionally. Confidence X⇒Y stated 
Conf(X⇒Y) is a measure that indicates how often 
the items Y appears in the transaction consisting of 
the X.  Confidence X⇒Y is the ratio between the 
transactions containing both X and Y with 
transactions that only contains X. 

 

conf(X⇒Y) = 
்௦௧ ௧ ௧  ௗ 

்௦௧ ௧ 
   

 

Example 1:  

To illustrate the concept of association rules, the 
following simple example is given. Suppose there 
are five purchase transaction data in a supermarket, 
the data can be seen in table 1. The items set in this 
case are {coffee, milk, sugar, candy, soap}. In each 
data transaction, if aij is a value in a table than aij=1 
means there is a purchase of item j in the transaction 
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i and aij=0 means there is no purchase of item j in the 
transaction i. 

Table 1: The Simple Data Transaction 

Trans  Coffee milk sugar Candy Soap 

1 1 0 1 0 0 

2 0 1 0 0 1 

3 1 1 1 0 0 

4 0 0 0 1 1 

5 0 0 1 1 0 

 

An example rule for the supermarket could 
be {coffee, milk} ⇒ {sugar}.  Meaning that, if coffee 
and milk are bought, customers also buy sugar with 

sup({coffee, milk} ⇒ {sugar})  = 1/5 
= 0.2  
= 20% 

  
Conf({coffee, milk} ⇒ {sugar})  = 1/1 

     = 1  
         =100%
  
The example is very simple. In fact, Association 
rules are mostly implemented in large data and 
attributes, so special algorithms are needed to speed 
up the process of finding association rules. 
 
A priori Algorithm 

A priori Algorithm proposed by Agrawal is 
one of a famous algorithm for finding height 
frequent itemset on a large dataset [19]. Algorithm 
of A priori showed in figure 2.1: 

 

Fast Algorithm for finding Association 
Rule 

Input: item set 
Output: rules of each class 

1. L1 ← {large 1 – itemsets} 

2. k   ← 2 

3. While Lk-1 ≠ 0 

4. Ck ← {a ⋃ {b}│ a ∈ Lk-1 ⋀ b ∉ a} – 

{c│{s│s ⊆ c ⋀ │s│ = k – 1}⊈ Lk-1} 

5. for transaction t ∈  T 

6.      Ct  ← { c │ c ∈  Ck  ⋀ c ⊆ t } 

7.  for candidates  c ∈  Ct   

8.       count [c ] ← count [c ] + 1 

9. Lk ← {c ∈ Ck   ⋀   count [c] ≥ ε} 

10. k ← k + 1 

11. return ⋃ Lk 

                   k 

Figure Error! No text of specified style in 

document.-1 A priori Algorithm 

 

This Algorithm is divided into two stages. 
In the first stage, repeated processes are carried out 
with the aim of forming itemset that often appears. 
Scan all parameters as 1-itemset and calculate 
support for each candidate. Next is the iteration 
process. In iteration k, form k-itemset by combining 
the k-1 itemset obtained from the previous process. 
Select itemset that has support higher than minimum 
support. The process is repeated until larger itemset 
cannot be formed again. 

 In the second stage, calculate the 
confidence value for all frequent itemset. Next, 
select the itemset that has a confidence value greater 
than the minimum confidence.  
 
2.2 Soft Set Theory 
 
Definition 1. : Let U be an initial universe set and E 
be a set of parameters. Let P(U) denote the power 
set of U. a pair (F, E) is called a soft set over U, if 
and only if F is a mapping of E into P(U), given by 
𝑓ா: E →P(U). 

Thus, a soft set over U can be represented 
by the collection of ordered pairs 

 

 
 
A soft set over the universe U can 

be regarded as a parameterized family of subsets of 
the universe U, which gives an approximate (soft) 
description of the objects in U.  

 
Example 2 

Suppose U = {𝑢ଵ, 𝑢ଶ, 𝑢ଷ, 𝑢ସ, 𝑢ହ, 𝑢} is the set of 

houses under consideration, E = {𝑥ଵ, 𝑥ଶ, 

𝑥ଷ,𝑥ସ,𝑥ହ} is the set of parameters where 𝑥ଵ stand 

for the parameter expensive,  𝑥ଶ for beautiful, 𝑥ଷ for 

wooden,  𝑥ସ for cheap and 𝑥ହ in the green 
surroundings. Suppose that observation were 
obtained : expensive houses = {𝑢ଶ , 𝑢ସ}, beautiful 

houses = {𝑢ଵ, 𝑢ଷ}, wooden houses = {𝑢ଷ, 𝑢ସ,𝑢ହ}, 

cheap houses = { 𝑢ଵ , 𝑢ଷ , 𝑢ହ }, in the green 

       UPxfExxfxF EEE  ,|,

 EF ,
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surroundings = { 𝑢ଵ }. The attractiveness of the 
houses which Mr. X is going to buy can describe 
with soft set  𝐹ா 𝑤here: 

 
𝑓ாሺ𝑥ଵሻ = { 𝑢ଶ , 𝑢ସ} 
 𝑓ாሺ𝑥ଶሻ = { 𝑢ଵ , 𝑢ଷ}   
𝑓ாሺ𝑥ଷሻ = { 𝑢ଷ , 𝑢ସ , 𝑢ହ } 
𝑓ாሺ𝑥ସሻ = { 𝑢ଵ , 𝑢ଷ , 𝑢ହ }   
𝑓ாሺ𝑥ହሻ = { 𝑢ଵ } 
 

the soft set 𝐹ா  is  
 
  

 𝐹ா ൌ ൜
ሺ𝑥ଵ, ሼ 𝑢ଶ , 𝑢ସሽሻ, ሺ𝑥ଶ , ሼ 𝑢ଵ , 𝑢ଷሽሻ,

ሺ𝑥ଷ, ሼ 𝑢ଷ , 𝑢ସ , 𝑢ହ ሽሻ, ሺ𝑥ସ, ሼ 𝑢ଵ , 𝑢ଷ , 𝑢ହ ሽሻ, ሺ𝑥ହ, ሼ 𝑢ଵ ሽሻ
ൠ   

      
 

2.3 Fuzzy Soft Set Theory 

 
The fuzzy soft set is given in the following 

definition. 

Definition 3. Let U be a universe. a fuzzy set X over 
U is a set defined by a function representing the 

mapping.
     

 

From Definition 3, the mapping is called the 

membership function of X, and the value is 

called the grade of membership . The value 
represents the degree of u belongs to the fuzzy set X. 
Thus, a fuzzy set X over U can be represented as 
follows: 

 

Note that the set of all the fuzzy sets over U will be 
denoted as . A fuzzy soft set (fuzzy soft set) FA 

over U is a set defined by a function 𝑓 representing 

a mapping fA: A→F(U) and 𝑓(𝑥)=0, if , 
A ⊆ E. Thus, the fuzzy soft set 𝐹 over U can be 
represented by the set of ordered pairs  

 𝐹 = {(𝑥, 𝑓(𝑥 )) /  𝑥 ∈ A, 𝑓(𝑥 ) ∈ F(U)} 

 

Note that the set of all fuzzy soft set over U will be 
denoted by . Let us consider an example of a 

fuzzy soft as follow: 

Example 3:  

From example 2, suppose that for detailed 
observation, we give a weight to the assessment. The 
“expensive” parameter gives a weight value of 0.5, 

1, 0.4, 1, 0.3, 0 for house 𝑢 respectively then 𝑓ሺ𝑥ଵሻ 
is:  

𝑓ሺ𝑥ଵሻ = {( 𝑢ଵ,0.5), ( 𝑢ଶ,1), ( 𝑢ଷ,0.4), ( 𝑢ସ,1), 
(𝑢ହ,0.3), (𝑢,0)} 

the other parameters given as follows: 

𝑓ሺ𝑥ଶሻ = {(𝑢ଵ,1), (𝑢ଶ,0.4), (𝑢ଷ,1), (𝑢ସ,0.4), (𝑢ହ,0.6), 
(𝑢,0.8)} 

𝑓ሺ𝑥ଷሻ = {(𝑢ଵ,0.2), (𝑢ଶ,0.3), ( 𝑢ଷ,1), ( 𝑢ସ,1), (𝑢ହ,1), 
(𝑢,0)} 

𝑓ሺ𝑥ସሻ = {(𝑢ଵ,1), (𝑢ଶ,0), ( 𝑢ଷ,1), ( 𝑢ସ,0.2), ( 𝑢ହ,1), 
(𝑢,0.2)} 

𝑓ሺ𝑥ହሻ = {(𝑢ଵ,0.8), (𝑢ଶ,0.1), ( 𝑢ଷ,0.5), ( 𝑢ସ,0.3), 
(𝑢ହ,0.2), (𝑢,0.3)} 

The “attractive-ness of the houses” which Mr. X is 
going to buy can describe by FA: 

 

𝐹 = { ሺ𝑥ଵ , {( 𝑢ଵ,0.5), ( 𝑢ଶ,1), ( 𝑢ଷ,0.4), ( 𝑢ସ,1), 
(𝑢ହ,0.3), (𝑢,0)}), ሺ𝑥ଶ , {( 𝑢ଵ, 1), ( 𝑢ଶ,0.4),  ( 
𝑢ଷ,1), ( 𝑢ସ,0.4), (𝑢ହ,0.6), (𝑢,0.8)}), ሺ𝑥ଷ, 
{(𝑢ଵ,0.2), ( 𝑢ଶ,0.3), (𝑢ଷ,1), (𝑢ସ,1), (𝑢ହ,1), 
(𝑢,0)}), ሺ𝑥ସ , {( 𝑢ଵ,1), (𝑢ଶ,0), (𝑢ଷ,1),( 
𝑢ସ,0.2), ( 𝑢ହ,1), (𝑢,0.2)}),  (𝑥ହ , {( 𝑢ଵ,0.8), 
(𝑢ଶ,0.1), (𝑢ଷ,0.5), ( 𝑢ସ,0.3), ( 𝑢ହ,0.2), 
(𝑢,0.3))} 

 
2.4 Matrix Representation for Soft Set  

 
In matrix representation, the 𝐹 can be 

presented by Table 2 as follow: 
 

Table 2: representation of soft set in table  

U 𝑥ଵ 𝑥ଶ 𝑥ଷ … 𝑥 

𝑢ଵ 𝜇ಲሺೣభሻሺ௨భሻ 𝜇ಲሺೣమሻሺ௨భ
𝜇ಲሺೣయሻሺ௨భሻ … 𝜇ಲሺೣሻሺ௨భሻ

𝑢ଶ 𝜇ಲሺೣభሻሺ௨మሻ 𝜇ಲሺೣమሻሺ௨మ
𝜇ಲሺೣయሻሺ௨మሻ … 𝜇ಲሺೣሻሺ௨మሻ

      
𝑢୫ 𝜇ಲሺೣభሻሺ௨ౣሻ 𝜇ಲሺೣమሻሺ௨ౣ

𝜇ಲሺೣయሻሺ௨ౣሻ … 𝜇ಲሺೣሻሺ௨ౣሻ

 
where   𝜇ಲሺೣሻ  is the membership function of  𝑓       

If  𝑎  = 𝜇ಲሺೣሻ൫௨ౠ൯  for i =1,2,3...n and j = 1,2,3...m 

then the 𝑓 is uniquely characterized by a matrix,   

x

]1,0[: Ux

x
 ux

Uu

     ]1,0[,:/  xUuuuX xx 

 UF

Ax

 UFS
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The above matrix which has a size of m rows and n 
columns is called  of the 𝑓  over U.  The 

matrix of the 𝑓 from Example 2.1 is, 
 
 

 0,5 1 0,2 1 0,8   

 1 0,4 0,3 0 0,1 
  

    𝐹  = 0,4 1 1 1 0,5   

 1 0,4 1 0,2 0,3   

 0,3 0,6 1 1 0,2   

 0 0,8 0 0,2 0,3   
 

2.5 Cardinality of Soft Set  

 

Theorem 1 The cardinal set of FA, denoted by 

𝑐𝐹  ൌ {𝜇ிಲ
ሺ𝑥ሻ /x:𝑥 ∈ E} is a fuzzy soft set over E. 

Proof.  

Let 𝐹 ∈  𝐹𝑆ሺ𝑈ሻ with cardinal set 
𝑐𝐹 ൌ{𝜇ிಲ

ሺ𝑥ሻ/x:𝑥 ∈ E}, where 𝜇ிಲ
 is a 

membership function of  𝑐𝐹 and 

         𝜇ிಲ
ሺ𝑥ሻ ൌ

|ಲሺ௫ሻ|

||
 ∈ ሾ0,1ሿ     

Where,  is the cardinality of the universe U and 

|𝑓ሺ𝑥ሻ| is the scalar cardinality of fuzzy set 𝑓ሺ𝑥ሻ. It 
is mean 𝜇ிಲ

: 𝐸 → ሾ0,1ሿ. 

  

The following definition describes the representation 
of 𝑐𝐹. 

Definition 4 Let   𝐹 ∈  𝐹𝑆ሺ𝑈ሻ and 𝑐𝐹 ∈  c𝐹𝑆ሺ𝑈ሻ. 

Assume that and . 

The  𝑐𝐹 can be presented in Table 3.5 as follow  
 

Table 3: Representation of 𝑐𝐹 

E x1 x2 … xn 

𝜇ிಲ (x) 𝜇ிಲ (𝑥ଵ) 𝜇ிಲ (𝑥ଶ)  𝜇ிಲ (𝑥) 

 

From Definition 4, if  𝑎 ൌ 𝜇ிಲ (𝑥) for

, then the cardinal set  is uniquely 

characterized by a matrix        

 

 
3. PROPOSED METHODE  

3.1 Fuzzy Soft Set Association Rules Theory 

 
A fuzzy soft set association rule (FSAR) is 

an association rule form of fuzzy soft set 
representation [14]. Let FA and FB are fuzzy soft set 
over U where A, B ⊆ E, and A∩B = 𝛟. Association 
Rule between FA and FB is denoted by the form 
FA⇒FB, a fuzzy soft set FA is called antecedent and 
FB is consequent. Support and confidence are 
defined as follow: 

 

sup(FA⇒FB) =  
|ಲሺ௫ሻ∩ಳሺ௬ሻ|

||
        (1) 

  =   
| ሺಲሺ௫ሻ,ಳሺ௬ሻሻ|

||
 

 

conf(FA⇒FB) =  
|ಲሺ௫ሻ∩ಳሺ௬ሻ|

|ಲሺ௫ሻ|
   (2) 

  

  =  
|୫୧୬ሺ ಲሺ௫ሻ,ಳሺ௬ሻሻ | 

|ಲሺ௫ሻ| 
 

 

  =   
௦௨ሺிಲ⇒ிಳሻ 

௦௨ሺிಲሻ 
 

 
where |𝑈|is the cardinality of the universe U, and 
|𝑓ሺ𝑥ሻ|   is the scalar cardinality of fuzzy set 𝑓ሺ𝑥ሻ 

 
Example 4.   
 

let A = { 𝑥ଶ}, B = {𝑥ଵ}, where A, B ⊆ E.  FA and FB  

are two fuzzy soft set  over U. 
 

A fuzzy soft association rule:  FA ⇒ FB  

                                        {beautiful (𝑥ଶ)} ⇒ {expensive (𝑥ଵ)}  

 Sup(FA ⇒ FB )  =  
|.ହ,   .ସ,   .ସ ,   .ସ,   .ଷ,   |

||
  

   

  = 
.ହ ା .ସ ା .ସ ା .ସ ା .ଷ ା 


  

   
  = 0.33 

Conf(FA ⇒ FB ) = 
|.ହ,   .ସ,   .ସ ,   .ସ,   .ଷ,   |

|ଵ,    .ସ,   ଵ,   .ସ,   . ,   .଼ |
   

 

= 
.ହା.ସା.ସା.ସା.ଷା

|ଵା.ସାଵା.ସା.ା.଼ |
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= 
ଶ

ସ.ଶ
  

 
= 0.48 

 
The rule means“beautiful and expensive 

house” has supported by 33% of data and a 48% 
confidence level.  

 
3.2 FSAR Algorithm  
 

FSAR is a new model which effective to 
describe the relations between parameter in large 
data. One of the problems in the implementation of 
the FSAR for large data is the length of processing 
time.  To address this, in this section we will discuss 
the construction of algorithms to speed up the 
processing time. This algorithm is a modification of 
the apriori algorithm.  

Given a simple fuzzy soft set data. The data 
consist of 4 data (u1, u2, u3) with 7 parameters 
E={𝑥ଵ, 𝑥ଶ, 𝑥ଷ, 𝑥ସ, 𝑥ହ, 𝑥, 𝑥}. A function 𝑓 
representing a mapping 𝑓:A→FS(U) define as 
follow:  

𝑓ሺ𝑥ଵሻ = {( 𝑢ଵ,0.3),( 𝑢ଶ, 0.93),( 𝑢ଷ,0.9),( 𝑢ସ,0.3)} 

𝑓ሺ𝑥ଶሻ = {( 𝑢ଵ, 0.54),( 𝑢ଶ,0.54),(𝑢ଷ,0.93),(𝑢ସ,0.78)} 

𝑓ሺ𝑥ଷሻ = {( 𝑢ଵ,0.7),( 𝑢ଶ,0.5),( 𝑢ଷ,0.68),( 𝑢ସ,0.78)} 

𝑓ሺ𝑥ସሻ = {( 𝑢ଵ,0.2),(𝑢ଶ,0.9),( 𝑢ଷ,0.9),( 𝑢ସ,0.45)} 

𝑓ሺ𝑥ହሻ = {( 𝑢ଵ,0.5),(𝑢ଶ,0.75),( 𝑢ଷ,0.48),( 𝑢ସ,0.73)} 

  𝑓ሺ𝑥ሻ = {( 𝑢ଵ,0.4 ),(𝑢ଶ,0.4),( 𝑢ଷ,0.431),( 𝑢ସ,0.5)} 

 𝑓ሺ𝑥ሻ = {( 𝑢ଵ,0.2),(𝑢ଶ,0.2),( 𝑢ଷ,0.2),( 𝑢ସ,0.4)} 

The data can show in form of table. See table 4.  
 

Table 4: The Simple Data 

No 𝒙𝟏 𝒙𝟐 𝒙𝟑 𝒙𝟒 𝒙𝟓 𝒙𝟔 𝒙𝟕 

U1 0.3 0.54 0.7 0.2 0.5 0.4 0.2

U2 0.93 0.54 0.5 0.9 0.75 0.4 0.2

U3 0.9 0.93 0.68 0.9 0.48 0.43 0.2

U4 0.3 0.78 0.78 0.45 0.73 0.5 0.4
Now, we will construct an algorithm to find a 
relationship between the parameters. The Algorithm 
divide into 3 stages. 

Stage 1. At this step, all parameter as a candidate of 
1-itemset (C1). Scan all the parameters and 

calculate the support value of each 
parameter, using equations 1. All item set 
member of the 1-items set is listed in table 
5. 

Table 5: Candidate 1-item set (C-1) 

Items Set Support 

{1} 0.6075 

{2} 0.6975 

{3} 0.665 

{4} 0.6125 

{5} 0.615 

{6} 0.4325 

{7} 0.2500 

Defined the threshold of support value 
(minsup) then keep a parameter from C1 if the 
support value upper than threshold. The item 
that have support upper than threshold called 
frequent. Remove all item which not frequent.  
In this simulation, we set minsup = 0.5. So, 
we selected item set {1}, {2}, {3}, {4} and 
{5} as 1-items set (L1) whereas {6} and {7} 
removed.   All item set L1 showed in table 6.  

 

Table 6: 1-item set (L-1) 

Items Set Support 

{1} 0.7725 
{2} 0.6975 
{3} 0.665 
{4} 0.7075 
{5} 0.615 

Stage 2.The process for this stage is done repeatedly. 
Started with generating a list of all pairs of 
frequent items. Example, the Element {1} 
combined with element {2} be {1 2}. Next, 
calculated support for {1 2} using equation 1.   

 A = { 𝑥ଵ}, B = {𝑥ଶ}, 

 

sup(FA⇒FB)  =  
| ሺಲሺ௫ሻ,ಳሺ௬ሻሻ|

||
  

=  
|.ଷ ,   .ହସ ,   .ଽ , .ଷ|

|ସ|
 

=  
.ଷ ା  .ହସା  .ଽା  .ଷ

ସ
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= 0.51  

        Then calculate the support of another 
element, too.  This combined form element 
candidate 2-itemset (C2). List of C2 can be 
seen in table .7.  

 

Table 7: Candidate 2-item set (C-2) 

Items Set Support 

{1 2} 0.51 

{1 3} 0.445 

{1 4} 0.575 

{1 5} 0.4575 

{2 3} 0.625 

{2 4} 0.5225 

{2 5} 0.5625 

{3 4} 0.4575 

{3 5} 0.5525 

{4 5} 0.47 
 
From candidate 2-items set C2 select 
frequent item to build 2-items set L2. From 
C2, support {1 3} = 0.445, support {1 5} = 
0.4575 and support {4 5} = 0.47. Those 
items are not frequent because the support 
less than minsupp = 0.5. The items set that 
is not frequent must be removed.  So, 2-
items set L2 are {1 2}, {1 4}, {2 3}, {2 4}, 
{2 5} and {3 5}. List of 2-items Set L2 can 
be seen in a table 8.  

Table 8: 2-item set (L-2) 

Items Set Support 

{1 2} 0.51 

{1 4} 0.575 

{2 3} 0.625 

{2 4} 0.5225 

{2 5} 0.5625 

{3 5} 0.5525 

 Furthermore, the above process is repeated to 
build candidate items Set C3 from 2-items set 
L2 and build 3-items set L3 form of candidate 
3-items set C3. The candidate 3-element C3 
are {1 2 3}, {2 3 4}, {1 2 5}, {2 3 4} and {2 
3 5}. However, when forming the L2, items 
{1 3}, {1 5} and {4 5} of C2 in the remove. 

Thus, the candidate C3 items containing {1 
3}, {1 5} or {4 5} will remove from C3. So 
only {2 3 5} which becomes item C3. List of 
items Set C3 can be seen in a table 9. 

Table 9: Candidate 3-item set (C-3) 

Itemset Support 

{2 3 5} 0.5525 
 

Item set {2 3 5} is a frequent item. 
Furthermore, the algorithm stopped 
because it was no longer possible to obtain 
a higher item set or L4 = {}. So, items set 
L3 is only {2 3 5}. List of items Set L3 can 
be seen in table 10. 
 

Table 10: Itemset (L-3) 

Itemset Support 

{2,3,5} 0.5525 
 
Stage3. This stage is the final stage. In this stage, we 

joint all k-frequent item-set (Lk). In this 
case, we joint L1, L2, and L3. List of all set 
showed in table 11.  

 
Table 11: All Itemset 

Items Set Support 

{2,3,5} 0.5525 

{1 2} 0.51 

{1 4} 0.575 

{2 3} 0.625 

{2 4} 0.5225 

{2 5} 0.5625 

{3 5} 0.5525 

{1} 0.6075 

{2} 0.6975 

{3} 0.665 

{4} 0.6125 

{5} 0.615 

 Using a pruning algorithm to avoid 
overlapping data, so we have a candidate 
CARS of class-1. See table 12. 

Table 12: All Item set After Prune 

Items Set Support 

{2,3,5} 0.5525 
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{1 2} 0.51 

{1 4} 0.575 

{2 4} 0.5225 
 

Then calculate the confidence using 
equation 2. The confidence of item set {2 3 
5} is counted as follows: item set {2 3 5} 
can formed from FA = {3 5} and FB = {2}.  

 

So, conf(FA⇒FB)= |ಲሺ௫ሻ∩ಳሺ௬ሻ|

|ಲሺ௫ሻ|
  = .ହହଶହ

.ହହଶହ
 = 1 

Next, count confidence for another item set. 
So, we have table 13. 

 

Table 13: Item set With Confedence 

Itemset Support Confidence 

{2,3,5} 0.55 1 

{1 2} 0.51 0.84 

{1 4} 0.58 0.95 

{2 4} 0.52 0.85 

Defined the confidence value threshold 
(minconf) and compare the confidence value 
of each possible rules with the minconf. 
Remove rules that have confidence value 
lower than minconf.  If we defined the 
minconf = 0.90 or 90%, then the item set are 
{2,3,5} and {1,4}.  

 
Table 14: All Item set 

Items Set Support Confidence 

{2,3,5} 0.55 1 

{1 4} 0.58 0.95 
 
Now, we have two items set {2 3 5} and {1 
4}. Parameter 2, 3 and 5 have a relation to 
each other. Parameter 1 and 4 have relation 
to. Parameter 2, 3 and 5 have not relation 
with parameter 1 and 4. This information can 
be used for further analysis.   

 

4. RESULT AND DISCUSSION  
 
In this section, we implemented an FSAR 

algorithm for finding the relationship between 
parameter on student data set. The correspondent is 
a final year student of computer science at a college 

in Indonesia. In this case, we have 40 student data on 
important skills: hard skill and soft skill. There are 
18 skill parameters that should be possessed by 
students to find a job. P1=Programming skill, 
P2=Reading Comprehension, P3=Critical Thinking, 
P4=Complex Problem Solving, P5=Active 
Listening, P6=Decision Making, P7=Time 
Management, P8=Writing, P9=System Analysis, 
P10=Active Learning, P11=Monitoring, 
P12=Ability to Communicate, P13=Social 
Perceptiveness, P14=Coordination, 
P15=Technology Design, P16=Persuasion, 
P17=Personal Resources, and P18=Team Work. The 
student will be proposed with a list of parameters 
that is related to the job requirements and they are 
required to give them a grade based on their 
qualifications and experiences. Every parameter 
may have scored Average=1, Good=2, Very Good=3 
or Excellent = 4. The total score determines a student 
passed or not. If the total score exceeds the threshold, 
the student is passed. Unsuccessful students are 
required to take appropriate soft skill training. 

Now, we will construct a fuzzy soft model 
for the data of student important skill. In this case, 
the process fuzzification can be done with simple 
normalization, just divide every score with the 
highest score. 

Let C is a set of respondents (there are 40 
students), so C = (C1, C2… C40) be an initial 
universe of object and P = (P1, P2… P18) is 
parameters which related to objects in C.  Construct 

FP = { (𝑥, 𝑓(𝑥 )) /  𝑥 ∈ P, 𝑓(𝑥 ) ∈ H(C) } 

Score of Pi (i = 1, 2 , …, 18) is membership 
of 𝑓 where 𝑓  is function which representing a 
mapping 𝑓:P→H(C). The fuzzy soft set FP 
represented in table 15. 

So, FP is a fuzzy soft set over C.  Using 
minsupp = 0.67 and minconff = 1, after processed by 
FSAR algorithm, we will have 11 rules that listed in 
table 16. 

 

Table 16: Item set, minsupp=0.67 and minconf=1 

No Rules Support Confidence 

1 {P8 P11 P13} 0.717 1 

2 {P8 P11 P18} 0.700 1 

3 {P8 P12 P17} 0.693 1 

4 {P8 P13 P18} 0.705 1 

5 {P8 P17 P18} 0.681 1 

6 {P8 P10 P11 P13} 0.681 1 
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7 {P8 P10 P11 P18} 0.675 1 

8 {P8 P10 P13 P18} 0.681 1 

9 {P8 P11 P13 P15} 0.686 1 

10 {P8 P11 P15 P18} 0.681 1 

11 {P8 P13 P15 P18} 0.686 1 
 

In table 16 we see, P8 is exceeded in all of 
the rules, P8 is a significant parameter, it means P8 
(writing skill) is very important. Let see a rule no 8, 
rules {P8 P10 P13 P18} have support =0.681 
(68.1%) and confidence =1 (100%). Based on 
association rule theory by Agrawal [1], it is mean: if 
the students have a good skill in writing, Active 
Learning, Social Perceptiveness, they must be good 
as teamwork. The same thing is obtained from rule 
no1 1 and 2, if the student has skill P8 and P11, they 
must have P13, P18 skill in sequence. Furthermore 
from rule no 3, the students who have P8 and P12 
skills, they will have P17 skill. Meanwhile, from 9, 
the students who have P8, P11 and P13 they must 
have P15 skill and from rule no 10 obtained, the 
students who have P8, P11, and P15, they will have 
P18 skill. From the above analysis, we can be stated 
that if the students have P8, P10, P11 and P12 they 
will have skill P13, P15, P17, and P18. Thus, if we 
want our students to have skill P8, P10, P11, P12, 
P13, P15, P17 and P18 (8 types of skills), we simply 
create a program to develop 4 types of skills only P8, 
P10, P11 and P12 only.  

 

5. CONCLUSION AND FUTURE WORK 
 
This study has been successfully 

implementing the fuzzy soft association rules to find 
a relationship between the parameters used to 
measure skill that must be held for a student. The 
results showed that using the 67% minimum support 
and minimum confidence 100%, We found 11 rules 
formed by the 8 types of skills (P8, P10, P11, P12, 
P13, P15, P17, and P18) are mutually influential. 
From the 8 parameters, we successfully found 4 
significant skills (P8, P10, P11, P12). This means, by 
building a training program for 4 types of Skill, 
students will be able to have 8 types of skills. 
Developing programs for 4 skills are more efficient 
than compiling programs for 8 skills. Meanwhile, for 
the type of skill that does not appear in Table 11 such 
as programming skill, it means that the skill is not 
related to each other and must be developed 
respectively.   

As future work, we will focus to develop 
the FSAR mining is becoming an associative 

classifier based on fuzzy soft sets and implements it 
in various disciplines.  
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Table 15 Normalize Student Data On Important Skill 

 

Student / 
Parameter 

P1 
 

P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18 

C1 0.5 
 

0.75 0.5 0.75 0.75 0.5 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 1 0.5 0.75 1 

C2 0.75 
 

1 0.5 0.75 0.75 0.5 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.5 0.75 1 0.75 0.5 

C3 1 
 

0.75 0.25 0.75 0.75 0.75 0.25 0.75 0.75 1 1 1 0.5 0.5 0.75 0.5 0.5 0.75 

C4 0.5 
 

1 0.5 0.5 0.75 0.75 0.5 0.75 0.5 0.5 0.75 0.75 0.75 0.75 1 1 0.75 1 

C5 0.5 
 

0.75 1 0.75 0.75 0.5 0.5 0.75 0.5 1 0.75 0.75 0.75 0.5 0.75 0.75 0.75 0.75 

C6 0.75 
 

1 0.5 1 0.75 0.5 0.5 0.75 0.75 1 1 1 0.75 0.75 1 0.75 0.75 0.75 

C7 0.75 
 

0.75 1 0.25 0.75 0.75 1 1 0.5 0.5 1 0.75 1 0.5 0.75 0.5 1 0.75 

C8 1 
 

1 0.75 0.5 0.75 0.75 0.25 0.75 0.75 1 0.75 0.5 0.75 0.75 1 1 0.5 0.75 

C9 0.75 
 

1 0.5 0.75 0.75 0.75 0.5 0.75 1 0.5 0.75 0.75 0.5 0.75 0.75 0.5 0.75 1 

C10 1 
 

0.5 1 0.25 1 0.5 0.5 1 0.5 1 0.75 1 0.75 1 0.75 0.75 0.75 0.75 

C11 0.75 
 

1 0.5 0.75 1 0.75 0.5 0.75 1 1 0.75 0.75 0.75 0.5 1 0.5 1 0.75 

C12 0.5 
 

1 0.5 0.75 1 0.75 0.5 0.75 1 1 0.75 0.75 0.75 0.5 1 0.5 1 0.75 

C13 0.5 
 

1 0.5 0.5 0.5 0.5 0.5 1 0.5 1 0.75 0.5 1 0.5 1 0.5 0.5 1 

C14 0.5 
 

1 1 0.5 0.75 0.75 0.5 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.5 0.75 0.75 

C15 0.75 
 

1 0.5 0.75 1 0.75 0.5 0.75 0.75 0.75 0.75 0.75 0.5 0.5 0.75 0.5 0.75 0.75 

C16 0.5 
 

0.5 0.75 0.5 0.75 0.5 1 0.75 0.5 1 0.75 1 0.75 0.75 1 0.75 0.75 1 

C17 0.5 
 

0.75 0.25 0.75 0.25 0.75 0.5 0.75 0.75 0.75 0.75 0.75 1 0.5 0.75 0.5 0.75 0.75 

C18 0.75 
 

1 0.75 1 0.5 0.75 0.75 0.75 0.75 1 0.75 0.75 0.75 0.75 1 0.75 0.75 0.75 

C19 0.75 
 

0.75 0.5 0.75 1 0.5 0.75 0.75 0.75 0.5 0.75 0.75 0.75 1 0.75 0.75 0.75 0.75 

C20 0.75 
 

0.75 0.5 0.5 0.5 0.5 0.75 0.75 0.5 0.75 0.75 0.5 0.75 0.5 0.75 0.5 0.75 1 

C21 0.5 
 

0.5 0.5 0.5 1 0.5 0.75 0.75 1 1 0.5 0.75 0.75 0.75 0.75 0.75 0.75 0.75 

C22 1 
 

1 1 0.75 0.75 0.75 0.25 1 0.75 1 0.75 0.75 0.5 0.75 1 0.75 0.75 1 

C23 0.75 
 

1 0.5 0.75 0.75 1 0.5 0.75 0.5 1 0.75 1 1 0.75 1 0.75 0.75 0.75 

C24 0.75 
 

0.5 0.5 0.75 1 0.75 0.25 1 1 0.75 0.75 0.75 0.75 0.5 0.75 0.75 0.5 0.5 

C25 0.5 
 

1 0.5 0.25 1 0.75 0.75 1 0.5 0.5 1 0.75 1 1 0.5 0.75 0.75 0.5 

C26 0.5 
 

0.75 1 1 0.25 0.5 0.5 0.75 0.5 0.75 0.75 0.75 1 0.5 0.5 0.75 1 0.75 

C27 0.5 
 

0.75 1 0.5 0.75 1 0.5 0.75 0.75 1 0.75 0.75 0.75 0.5 0.75 0.75 0.75 1 

C28 0.5 
 

1 0.5 0.75 1 0.5 0.75 1 1 0.75 0.5 0.5 1 0.75 0.75 0.75 0.75 1 

C29 0.25 
 

0.5 1 0.75 1 0.5 0.5 1 0.5 0.75 0.75 0.75 0.75 0.5 1 0.5 0.5 1 

C30 1 
 

1 0.25 0.5 1 1 0.5 0.75 1 0.75 0.75 0.75 1 0.75 0.75 0.75 0.75 0.5 

C31 1 
 

1 1 0.25 0.75 0.75 0.75 1 0.5 1 0.25 1 0.75 0.5 0.75 0.75 1 0.75 

C32 1 
 

1 1 0.5 0.5 0.5 0.75 1 0.75 1 1 0.75 1 0.5 1 0.75 0.5 0.5 

C33 0.25 
 

0.75 0.25 0.75 0.5 0.75 0.5 1 0.75 0.75 0.75 1 0.75 0.75 0.75 0.5 1 0.75 

C34 0.5 
 

0.5 0.75 0.25 0.5 0.5 0.75 0.75 1 0.75 1 0.75 0.5 0.75 0.5 0.75 1 0.75 

C35 0.75 
 

0.75 0.5 0.75 1 0.5 1 0.75 0.75 0.75 0.75 1 0.75 0.5 0.75 0.75 0.75 0.75 

C36 0.75 
 

0.5 0.75 1 0.5 0.75 0.5 1 0.5 1 1 0.5 0.75 1 1 0.5 0.5 0.75 

C37 0.5 
 

0.5 1 0.5 0.5 0.5 0.75 1 0.75 0.75 0.75 0.75 1 0.75 0.75 0.75 0.5 0.75 
C38 1  1 0.5 0.75 0.75 1 0.75 0.75 0.5 0.75 0.75 1 0.75 0.75 0.75 0.75 0.5 0.75 

C39 0.75 
 

1 0.5 0.75 0.5 0.75 0.75 1 1 0.75 0.75 0.75 0.75 0.5 1 0.75 0.75 0.75 
C40 0.75  0.75 1 0.75 1 0.75 0.75 1 0.75 1 1 0.75 1 0.75 0.75 0.5 1 1 


