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ABSTRACT 

 
Today, lead business, government and academic leader used data visualization to make better decision for 
the specific problem. Data visualization is used to visualize and analyze complex data in various fields of 
knowledge. However, in dot-plot based visualization, over plot or overlap dot occur when visualizing huge 
data. The overlapped dots, is a scenario where dots are plotted on top of each other. When this occurs, they 
create convoluted and confusing visual and data presented are not accurate. There are various techniques to 
manage overlapped dots. However, the discussion is on the individual technique and grouping them into 
their similarities is rarely discussed. Moreover, the discussion hardly focuses on the impact of such 
techniques to visualization awareness. The awareness is where users are aware that the original data have 
gone through some pre-processed stage thus, what appears on the visual form is the distorted version of the 
data. Thus, in order to reduce the gap, two objectives have been set. The first objective is to identify the 
similarity among the techniques through their behaviors. The second objective is to analyze the impact of 
such behaviors to visualization awareness. To achieve the objectives, fifteen commonly dot overlapped 
management techniques have been identified and their behaviors are analyzed. The behaviors are then 
grouped into six main behaviors. Finally, ten impacts of the behaviors to visualization awareness have been 
identified. Such awareness is important as part of the input during pattern extracting stage.   
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1. INTRODUCTION  
 

Data visualization is a mechanism used to 
visualize and analyse complex data in various fields 
of knowledge. It is a mechanism that assists people 
in understanding the significance in data through 
visual context. Data visualization is an art and skill 
of presenting data in a visual manner as such 
information contained in the data becomes apparent 
[1]. Using data visualization, patterns, trends and 
correlation are easier to recognize, expose and 
successfully be applied in the area of descriptive 
statistic, which are undetected in text-based data.  

 
Data visualization are divided into several 

commonly used techniques such as maps, temporal, 
multidimensional, network and hierarchical. 
However, this research focuses on dot-plot based 
technique. The dot-plot technique is commonly 
used in scattered plot and revisualization [2]. A dot 

represents data relative to location on map and 
graph.   

In dot-plot based visualization, volume of 
dots plays a vital role where they indicate 
concentration of values relative to a giving location 
on either graph or maps. Fewer dots indicate lower 
concentration while more dots indicate higher 
concentration for the particular location [3]. 

 
The dots can be in a single or multiple 

colours as well as various sizes. Each dot represents 
a phenomenon or a group of phenomena and their 
combination create phenomena density. The density 
reveals data patterns, which are knowledge hidden 
within the data. Figure 1 depicts the process flow of 
revisualization. 
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Figure 1: Process flow of geovisualization [4]. 

 
 

However, when utilizing dot-plot 
technique, over plotting issues consistently occur 
especially in big data [5]. The dots overlapped on 
top of each other, which create convoluted and 
confusing visual [6] thus, data presented are not 
accurate. Hence, this overlapped dots need to be 
managed. There are various techniques for the 
purpose and each supports the management in its 
own unique manner.  

Most researches analyze the techniques of 
overlapped management in isolation while grouping 
them into their similar features are rarely discussed. 
Moreover, the discussion on the features’ impacts 
to the visualization awareness is not common.  

Visualization awareness is where users are 
aware on extra information regarding the plotted 
data. Users must alert that plotted data that appear 
on graphs have gone through some modification 
and adjustment. For instance, some data are not 
plotted to their exact location on map. This is due to 
the fact that the data are overlapped on top of each 
other and since tabulation of data frequency is vital, 
the overlapped data are shifted to next available 
location. In such cases, the exact locations of data 
are not stressed as compare to frequency of the 
tabulation. A set of data might only be 87% 
correctly position on map since the plot is at their 
estimation locations. Another example, user must 
aware that the plotted data represent only a few 
percentage of the whole population. Moreover, 
some outliers have been removed from the 
visualization and users must aware of this during 
knowledge extraction. 

 
Having this awareness, it becomes extra 

information during data exploration via data 
visualization technique. This awareness will 
influence the knowledge extracting stage as 
depicted in Figure 2.   

 
Figure 2: Pattern and awareness as an input to 

knowledge extraction stage. 

 
Thus, this paper is written with two 

objectives. First is to analyse the behaviours of 
overlapped dot management techniques and second, 
to identify the impact of the behavior to 
visualization awareness. 

To achieve the objectives, the next sections 
of this paper discuss the background study of data 
visualization and overlapping dots in various 
scenarios. Then, the discussion continues with 
method section where dot overlapping management 
techniques are analysed. The techniques are then 
group into their similar behaviours. Finally, the 
impact of such behaviours on visualization 
awareness is discussed before a conclusion remark.   

 

2. BACKGROUND STUDY 

Nowadays, it is common for data scientist 
to use data visualization techniques to provide 
explore insight and evidence in data for decision 
making involving various sectors such as business, 
government and academic. 

Data visualization is important for data 
exploration as a mean to extract knowledge hidden 
within the data through data patterns [7]. It also 
provides methods that allow users to evaluate 
important characteristics of the data such as 
distribution, range, shape, multimodality, 
variability, correlations between data and outliers. 
Moreover, data visualization is the best tools to 
present data of two or more groups from different 
entities in a single visual form where various data 
patterns may derive different conclusions.  

There are many data visualization 
techniques used to plot data. For instance, maps 
(choropleth, cartogram, dot distribution, 
proportional symbol), temporal (connected scatter 
plot, time series, Gantt chart, stream graph, Sankey 
diagram), multidimensional (pie chart, histogram, 
scatter plot, bar chart, bubble chart), hierarchical 
(dendogram, tree map, sunburst diagram, circle 
packing) and network.  

One of the widely used visualization 
techniques is dot-plot [5]. Its strength lies in its 
ability to show data distribution within certain 
region, hence, it can be a good starting point to get 
to know a distribution [8]. Dot plot is commonly 
use in scattered plot, box plots, violin plots as well 
as map plots where individual data points and 
summary statistics data are represent in overlaid on 
these visual forms [2]. 
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Scatterplots is one of the most widely used 
graphs to present statistical data [9, 10, 11]. The 
graph visualizes two continuous variables using 
visual marks mapped to a two-dimensional 
Cartesian space. Dots of varies color, size, and 
shape mark the data distribution on the graph. In 
addition, scattered dot-plot is useful for displaying 
large sets of discrete values, especially when users 
not desire to start the quantitative scale at zero, 
which is required whenever bars are used [12]. It is 
easier to see the differences in data as compare to 
using bars that extended from a base value of zero. 
Dot plots can accommodate both positive and 
negative values simultaneously. Hence, it allows 
one to easily compared values of a continuous 
variable across different study ranges. 

However, in huge dataset [14] individual 
dot may begin to overlap on top of each other. Parts 
of the reasons are due to larger dots and insufficient 
screen space to fit all the dots at the desired 
resolution. Another reason is that several data share 
the same value, which ended them on the same 
point on the graph. As a result, multiple or various 
dots are plotted on top of each other. The scenario 
causes the real number of dots to visually obscure. 
Moreover, important visual signal such as color 
become partially or completely restricted, thereby 
reducing search efficiency [15, 16]. In addition, the 
overlapped dots distort the data patterns and 
resulting in inaccurate data frequency [4]. 

Overlapped dots can also lead to incorrect 
impression and interpretation on data patterns. For 
example, based on the Figure 3 [16], dots are 
plotting as blue in A and as red in B, it is difficult to 
extract the data patterns because the two categories 
are overlap with the same color. On the other hand, 
the plot C and D are plots in the form of overlap 
involving two different colors. Similarly, analysis is 
difficult because the occlusion of data by other data. 
According to [16, 17] over plotting is a problem not 
just for scatterplots, but also for curve plots, 3D 
surface plots, 3D bar graphs and any other plot type 
where data can be occluded. The overlapped dots 
are difficult to manage because it depends on the 
number of data points and difficult to predict prior 
to visualization plotting. 

Efforts have been taken to solve the issue 
of overlapping dots. Various techniques have been 
proposed as a result to manage the issue. Since 
these techniques modify the dots in various 
manners such as location, size, color and quantity, 
they definitely give impact to the data visualization. 
Users must aware of such impact and it is call 
visualization awareness. 

 

 
Figure 3: Overplotting [16]. 

 
Based on literature, data awareness is very 

important to ensure the data is correct, accurate and 
reliable. The purpose of the data is to provide 
information to help make decisions [13]. Data 
awareness can assist users to select data sets that 
provide accurate answers to the questions they are 
attempting to answer or one that meet the objectives 
[13]. Before actively looking at data sources, it is 
necessary to define the needs of the data. Being able 
to specify what it is you are trying to find out or 
what you are hoping to achieve from the outset, will 
help ensure you get the data you require to make 
well informed decisions [13]. Then, in order to 
correctly visualize the data, visualization awareness 
will help the user to identify the suitable 
visualization techniques to represent effectively the 
insight of the data.  

Most of researches reviewed the 
visualization techniques before mapped them to 
their suitable applications and data. However, the 
techniques are not group into their common 
behaviors and their impact to the visualization 
awareness such as overlapped dots is not commonly 
studied.  

Thus, this research has been conducted due 
to the identified gaps by identifying the behaviors 
of the most commonly overlapped dot management 
techniques and the impacts of such behaviors to 
visualization awareness. The finding is vital to 
assist users during knowledge extraction stage, as 
the users are aware of the data state. Eventually it 
establishes guidance to researches. Next section 
discusses method to achieve the two research 
objectives. 
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3. METHOD 
 

In order to group the overlapped dot 
management techniques into their similar 
behaviours and to discover the impact of such 
behaviour to visualization awareness, a few steps 
have been taken. First, fifteen commonly used 
techniques in various scenarios are studied. Then, 
the main behaviours of the techniques are identified 
and grouped. Finally, the impacts of the behaviors 
on visualization awareness are analysed. The 
following sections discuss the steps in further 
details. 
 
 
3.1 Techniques of Distribution in Overlapped 

Dots 
There are many approaches available to 

manage overlapped dots. The approaches used for 
nonlinear optimization technique is dot pattern 
generation task. Its runs faster as compare to 
existing simulation based methods and it generates 
dot patterns with comparable quality.  The process 
starts by generating an initial dot patterns from a 
dot-density and simulation based method. Then, all 
dots are replaced within circles at an appropriate 
radius computed from the density. Lastly, all the 
dots are placed and put at the right positions in the 
circles [18]. It can reduce complex calculation cost 
and produce a better dot quality diffuser pattern on 
edge. 

Besides, pixel-oriented visualization is 
another technique used to solve the overlap. The 
first method called nearest-neighboring algorithm. 
The overlap points are shifted to the nearest 
unoccupied position. For example, Curve-based 
algorithm which is one to the nearest-neighboring 
group of algorithm, moves overlapping dots to 
unoccupied position in the direction of screen-
filling curve which is similar to Hilbert-curve and 
Z-curve.  

Grid-fit algorithm is a technique that 
separates the overlapped dots in a hierarchy 
manner. This algorithm adopts the concept of quad 
tree data structured. Each layer has its own data 
space in which it is divide into four sub regions. 
The division process ensures that the region for the 
sub region is larger than the number of pixels it fits. 
Based on [19] the spatial distribution becomes more 
intuitive to the sediment movement. 

Another technique is circle method. The 
method generates an initial random dot pattern 
using a randomized LDS and remove unwanted 
inter-dot overlaps in the initial pattern. For multi-
sphere schema, simulation based approach such as 
L-BFGS is suitable because it is faster and improve 
the quality of the dot patterns especially near the 
edges. 

In generally, the Self-Organizing Map 
(SOM) is a tool for visualization high dimensional 
data and successfully applies to visualizing spatial 
data (GIS application) [20]. SOM cluster geo-
referenced data before integrates them with   
visualization technique. SOM uses visualize spatial 
data as well as colors to link between the output 
space of the network and geographical 
visualization. This approach suitable for low 
dimensional surface and is effective for clustering. 
It also uses colors for representing distances 
between references vectors associated with the 
SOM units. When using SOM technique, it shows 
increases on the quality of the analysis but it is 
difficult to classify correctly the geo-referenced 
element [20].   

Image processing is another method used 
to redistribute the overlapped image data. For 
instance, to count the population of birds that 
migrates to other continent of the globe. The 
technique involves four main steps in the process of 
redistributing the overlapped data [21]. Firstly, 
noisy dots and background are removed in the bird 
image using multilevel threshold. Secondly, seek 
the bird shape by finding area value to segment the 
image. Thirdly, the distance transform process 
identifies the distance between images. Finally, the 
erosion technique is use for object reduction, which 
identifies pixel relationship in four directions. 

Histogram equalization also used the 
technique of image processing to increase dynamic 
distance and contrast image [22, 23]. The benefit of 
using this technique is that it can increase the 
performance of identifying bird population. This 
process compares a given pixels of histogram to 
share with each gravy value to the reference 
histogram and calculate the equation production. 
This concept uses the map dot for emphasize 
density variation [24]. The gradient of color scale 
serves as a reference histogram. So that, the color 
assigned to each pixel on the map becomes 
proportional to the reference distribution used to 
display data values.  
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Another technique is using line 
visualization to manage overlapped dots. Line is 
simplest and easiest to represent the data 
visualization in visual form. In addition to data 
display, line visualization support data exploration 
and analysis. Each data is presented as lines plot. 
Figure 4 displays four different line algorithms in 
an attempt to redistribute data frequency [4]. Some 
of the line version are straight line, cross and star to 
redistribute the overlapped dots. 

 

Figure 4: Four line algorithms to display data 
density [4]. 

 
Splatter plot is one of the techniques to 

solve the overlapped problem in data visualization. 
This technique is new for displaying scattered data 
which remains interpretable, as the number of 
points grows large. The based key of this technique 
is explicitly performing abstraction to reduce visual 
clutter and perform abstraction in screen space [25]. 
The concept of Splatterplots is to maintain a 
readable display, regardless of zoom level [25]. 
Figure 5 show the difference between Splatterplot 
and scatter plot with zoom level increasing from 
left to right. Splatter processes each subgroup of 
data separately to produce dense region, rendering 
dots in sparse regions of the map in the right 
location to indicate outliers [25] and then combine 
them into single splatterplot. The advantage of 
splatterplot is that its displayed size is small but its 
manages to reveal general trends in the data. In 
addition, splatterplot also support users to make 
judgement on the data when dealing with small 
plots. Splatterplots retains ability to see the overall 
shapes, trends, relationships between set and a 
sense of outlier although the number of data points 
greatly exceeds number of pixels. 

 

 
Figure 5: Effect of zooming on detail in a 

Splatterplot and scatter plot [25]. 
 

A researcher by [27] proposes a stacking 
technique to provide a view of dense data that 
reveals a range of magnitude considerably larger in 
color and representations area. Stacking methods 
can be in two dimensions that are 2D and 3D. 
Stacking 3D plot of a manifold can reveal 
mathematical structure which cannot be seen in a 
2D contour plot. Thus, stacking can reveal a 
database structure not evident in 2D panels or 
contours. Stacking is more appropriate when other 
colors, areas or other aesthetic variables have no 
dynamic distance to allow for extreme magnitude 
comparisons. It is not limited to points and lines. 

Some researchers use clustering method 
such as Density-Based Spatial Clustering of 
Applications with Noise (DBSCAN). DBSCAN is a 
spectral clustering method that can tolerate noise in 
data [28]. Spectral clustering methods, on the other 
hand are quality cluster production and can easily 
implicate overlap of dots. It is also being designed 
for arbitrarily clusters shape without posting any 
constrains on the cluster. However, the number of 
clusters must be defined before implementation 
[29].  

Mean-shift is a non-parametric clustering 
technique [30].  This method used to detect the 
probability of distribution from the set of discrete 
samples to identify local maxima and area of 
associated to the maxima [30]. Therefore, a mean 
shift is used as an algorithm to locate the local 
maximum (mod) as well as clustering techniques 
(mod-related areas). Mean-shift algorithm run for a 
set of different initial positions in order to identify 
all local maxima. 

Pixel Maps is a new pixel-oriented visual 
data mining technique for large spatial datasets 
[31]. It combines two techniques that are kernel 
density-based clustering and novel pixel-based 
displays to emphasize clusters while avoiding 
overlap in locally dense point sets on maps. It 
provides every data point to a unique pixel in 2D 
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screen space, and the tradeoff tray from spatial 
location (maintenance of absolute and relative 
positions). It optimizes the problem and practical 
value for exploring geo-spatial statistical data. Pixel 
Map is an example of distortion technique in data 
visualization, which expands the dense region of a 
map in order to achieve the most suitable dots and 
histoscale [31, 32]. It scales the map along two 
dimensions of Euclidian in which distortion degrees 
depend on region in a particular the number of dots.  

Other technique is bubble plot. A bubble 
plot is a variation of a scatter plot in which the 
markers are replace with bubbles [26]. A bubble 
plot displays the relationships among at least three 
measures. Each bubble represents an observation. 
Mostly bubble plot is useful for data sets with 
dozens to hundreds of value or when the values 
differ by several orders of magnitude. Some bubble 
plot technique use color to represent the overlapped 
on a geographical map. The so-called "bubble plot" 
was create by Playfair [33] and has been used for 
more than two centuries. 

Block-structured adaptive mesh refinement 
(AMR) is used to resolve fine scale features in the 
flow such as shocks and detonations [42]. This 
method adopts the accuracy of a solution within 
certain sensitive region of simulation, dynamically 
[42]. It is used to represent moving boundaries, and 
these grids overlap with stationary background 
Cartesian grids. Refinement grids are added to base 
level grids according to an estimate of the error, and 
these refinement grids move with their 
corresponding base-level grids. A new set of 
refinement grids are generated to cover all flagged 
point and the solution is transfer from the old grid 
hierarchy to the new one. Since the regrinding 
procedure takes place at a fixed time, it is 
effectively decouple from the moving grid stage. 
Figure 6, show the movement overlap grid with 
AMR [42]. 

 
Figure 6: A moving overlapping grid with AMR 

[42]. 

3.2 The Behaviors of Dot Management 
 

The overlapped dot management technique 
has been analyze and their main behaviors have 
been identify. This study groups those techniques 
into six category based on the behaviors of the 
techniques. The six behaviors are jittering, 
refinement, distortion, aggregation, density and 
clustering as depicted in Figure 7. 
 

 
 

Figure 7: Grouping techniques into their similar 
behaviours. 

 
 
i. Jittering 

 
Jittering reduces the number of 

overlapping points by replacing it to other available 
location [22]. This has the effect of spreading the 
dots so they are more easily distinguished. The 
process of identifying the new possible location can 
be at random or using predefined grid method.  The 
exact location of the dot is not important since the 
stress is on data frequency within certain region. 
The distribution is flat on single layer where the 
view is more toward the whole distribution of data.  

The issue of jittering is that the 
arrangement of point space on the result map tends 
to appear arbitrary and does not represent real data. 
There are times the dots ended on illogical location 
such as on river. However, it can be controlled by 
introducing a restricted boundary that limits how 
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the dots are spread or by producing more natural 
dispersion patterns that put dots in false layouts [34, 
35, 36].  

The size of the dots must be select wisely. 
Too large symbol on huge data will lead to over 
exaggerating the patterns density. However, too 
small dots lead to extreme distance between the 
dots that impose a feeling of under density [17]. 

However, most jittering mechanisms apply 
for arbitrary shifts to all data points, irrespective of 
whether they overlap or not. These have the 
disadvantages of disturbing all points from their 
actual location on the visual canvas, and still do not 
completely over plotting. 

This is a useful method of representing 
bootstrap estimates in a public space [37]. For a 
smaller dataset, this approach works well. However, 
the plotting area will quickly downgrade as N 
increased. Consequently, jitter is suitable to limited 
applications. 

 
ii. Refinement 
 

Refinement technique is another technique 
to address visual clutter by reducing the number of 
dots on the map [22]. Density preserving algorithms 
[38, 39] used refinement to obtain subset of dot 
density in the actual data. For example, in 
considering positioning of deer, the technique group 
around deer showing the second order relationship 
[38]. However, if some physical features in the 
landscape separate the deer then the grouping may 
have no biological meaning and therefore 
irrelevant. Otherwise, thematic information is use as 
a subset selection. Refinement technique includes 
separation, merger and transfer of dots and reduces 
the shape and size of the overlap dot. 

This creates a simplified dot that retains 
data-specific features. The refinement reduces the 
overlap and maintains the spacing of the dots. 
Moreover, the relative density differences in the 
actual data, reduces the map delimiter as it 
eliminates potentially relevant information. 
Refinement techniques does not change the 
geographical position of the dots, thus a large 
amount of continuous overlap between the 
remaining points and density differences between 
regions of the map have been preserved. 
Furthermore, when using refine, overlap is not 
address and most dots cannot be taken 
consideration during analysis. 

 

iii. Distortion 
 

Distortion behavior change the space 
arrangement of dotted spaces in the dense area of 
the map so that each dot can be displayed at a 
unique position (ie non-overlapping) [22]. 
Distortion technique gains profits by revealing 
delicate details in the data. However, they tend to 
lose in terms of maintaining visual references to 
known geographical features. For example, roads, 
rivers, and administrative borders can become 
unrecognizable, while excessive shrinking can 
make the area rarely read. Additionally, the 
available display space on the map limits the extent 
to which effective distortion is to reduce overlap.  

Challenges imposed on a distorted map are 
to balance between reducing the number of 
overlapping and horizontal dots of the map until the 
geographical feature remains distinct.  

 
iv. Aggregation 
 

Aggregation simplifies dots map so that 
different density patterns are more distinguished 
from each other [22]. Once a conceptual scenic 
object has been determined, it can be used to guide 
the aggregation of data into a fixed-size grid [16]. 
All supported aggregate options are now implement 
as an additional reduction operator. Given 
aggregate bin for updating, it usually corresponds to 
one final pixel as well as a new data point. The 
reducing operator updates the bin state in several 
ways. Figure 8 below shows the visualization of 
various aggregations using datashader.  

Unfortunately, the size symbol for 
representing aggregates improves but does not 
eliminate overlap; bubbles or other elements of 
representation are still close to one another when its 
size exceeds nearest-neighbor distances. 
Furthermore, using area to represent magnitude 
incurs nonlinear distortions in perception [8, 32, 
37]. 
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Figure 8: Visualization of various aggregations 
using datashader [16]. 

 
 
v. Density 

 
The fourth technique to manage overlap is 

density where color plays a vital role. Density is a 
common way of dealing with excessive issues, as 
they remove the discrete glyph idea for data points 
[25]. Density is an important metric because it 
indicates stronger relationships between points 
within a cluster. However, most implementation of 
density follow rules of thumb or statistical models 
to compute the ideal amount of smoothing in data 
space. Density a simple way to direct tie amount of 
smoothing used to create density functions directly 
to screen space. For data visualization, data density 
is directly related to accuracy of the visual 
produced. 

Density can be divided into depth 
dimension and flat. A depth dimensions is like 3D 
visualization. The dots use coding and two colors 
blending together making it easy to see solid data 
displayed bundling with multiple subgroups in 
interactive systems. Figure 9, depicts details about 
the density through colors. Solid areas are aggregate 
into seamless contours. While flat dimensions are 
areas in which dots are shaded, color, or patterned 
according to the value of a given attribute. Colors 
can be in the form of thematic or shaded [40]. 
Shaded areas where darker areas represent higher 
concentration of a given data. It is important to 
choose the right colors for dot presentations as they 
can affect how one interprets the information 
presented especially the data density. Similar-size 
dots are recommended to the extent possible, as a 
few larger dots can dominate a map, leading to miss 
interpretation of information.  

The impact when using density for solving 
the overlap is that the original data point does not 
show in density displayed, which is important for 
doing direct queries of the data when the specific 
values of points of interest are important. 

 

 
 

Figure 9: Splatterplot with explanation [25]. 
 

iv. Grouping 

Group is defined to have homogeneity 
within clusters and high heterogeneity among 
clusters. This is accomplishing by grouping unit 
that are similar according to some appropriate 
distance criterion. The choice of the distance 
criterion plays therefore a leading role in the 
group’s definition [41]. Grouping is the process of 
grouping physical or abstract objects into classes of 
similar object [R29].  

The impact when using the grouping 
behaviour is that it is easier to determine the dots 
position among other dots such as between group, 
within group as well as between and within group 
cluster. This simple technique is frequently used to 
analyse clustered data in smaller data visualization. 

Figure 10, summarized the behaviours of 
the 15 techniques and the impact of such behaviours 
to the visualization awareness.  
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Figure 10: Behaviors And Visualization Awareness Of Overlapped Dot Management Techniques 

 
 
 
4. CONCLUSIONS 
 

In summary, this paper analyzes the 
relationship between the behaviors of dot 

overlapped management techniques and their 
impacts to the visualization awareness which was 
usually being ignored. Awareness is where users 
understand and aware that the data has gone 
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through some modification prior to plotting them on 
visual form. The study starts by taking a step to 
understanding the behavior of fifteen techniques 
used to solve overlapped dot problems in 
visualization, which involves small or large number 
of data. Then, these techniques are categorized into 
six group behaviors which are jittering, refinement, 
distortion, aggregation, density and clustering. 
Finally, the behaviors are matched to their 
visualization awareness which are grouping dots, 
individual dots, reduce dot, dot size change, depth 
dimension, movement dot, exact location, estimate 
location, remove dot (outliner/ frequency) and 
color. Results demonstrations the relationship 
patterns of the techniques and the behaviours 
impacts to the visualization awareness. Thus, the 
findings indicate that the identification of the 
techniques similarities is vital and contribute to the 
knowledge extraction and visual patterns. For good 
measure, it became part of the input which is 
essentially need to be considered.  Subsequently it 
provides guidance which is significant to 
researches.  
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