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ABSTRACT

Any business or organization that intends to be far from bankruptcy or crime strives daily to ensure crime perpetration does not occur in the organization unabated. Traditional methods of fraud detection in credit administration are available but limited in capacity to check current sophistication in fraud perpetration; those approaches did not offer the best for time-consumption and efficiency; also, frauds are better predicted rather than a detection after the deal is done. This work presents an extensive review of literature and related works in fraud prediction in credit administration. The primary focus of this research work is to identify and dwell on the major concepts and techniques used for financial fraud prediction in credit administration as well as related works that have been done in this domain of study; while the work recommends the ensemble approach as a better alternative in this domain. The existing systematic literature reviews in this domain are not in the context of credit fraud prediction alone.
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1. INTRODUCTION

A fraud has taken place when there is an evidence of intent to mislead, cheat or steal for personal gains [1],[2],[3],[4]. However, to intentionally produce deceptive data is also a fraud.

The revelation of hidden patterns and features in data through data mining has allowed for machine learning solutions to fraud detection [5]. Machine Learning employs data mining approaches and other learning algorithms in building models of what is happening behind some data to end up in making predictions or detections. There are supervised and unsupervised learning techniques used in detecting fraudulent acts in various domains. Labelled data can be expensive and difficult to get, but this is what a supervised learning approach uses [6]. Grouping bank credit transactions into “legitimate” and “fraudulent” is a sample of labeling. Training and learning of input variables are channeled towards these target variables. Unsupervised learning uses unlabelled data, which are readily available [7]. Classification and regression are good examples of supervised learning, they easily discover duplications when some variables get tweaked, but cannot discover new situations or scenarios.

Unsupervised learning examples include, clustering, outlier detection, and association. They can discover new situations or scenarios, for instance a new disease out of the listed diseases. Unsupervised learning methods can still perform well with some missing data, while supervised learning cannot operate with missing data. Therefore, machine learning is employed in modern day fraud prediction and detection. This work does a systematic literature review of fraud prediction in bank credit administration. The paper is structured as follows. Section 2 covers the theoretical framework, while the third section presents the method, followed by results in section 4; discussions in section 5; findings in section 6, and then conclusion and future works in section 7.

2. THEORETICAL FRAMEWORK

Bank credit administration all over the world has witnessed an unrepentantly high rate of fraud; this is also evident in many other sub-sectors of the economy. It is worthy of note that the traditional ways of detecting frauds in bank credit
operations today are unfit because they are inefficient and time-consuming. This is due to the sophistication involved in the 21st century methods of fraud practices. Credit fraud is one of the numerous risks that financial institutions face; it ultimately leads to credit default. This is the highest risk area for financial institutions; it is also a big hole to the treasuries of diverse countries. A host of approaches have been engaged, including statistical methods, knowledge discovery, and case-based reasoning. However, with the ever-increasing large volume of data involved, the application of data mining approaches alongside some sophisticated machine learning algorithms have opened up new ideas towards addressing the problem of credit fraud as one of the existing financial fraud.

2.1 Financial Fraud

Any unlawful act by human beings or invoked by machines that leads to a personal gain at the expense of institutions or the legal human beneficiaries, and not in an error is a financial fraud [2],[5],[3],[4]. Considering the overall effect of financial frauds, it is referred to as an economic sabotage. The examples of financial fraud are money laundering, bank credit fraud, pension fraud, co-operative society fraud, tax evasion, telecommunications fraud, credit card fraud, inflated contracts, financial reports fraud, health insurance fraud [8] automobile insurance fraud, and mortgage insurance fraud...

According to [4], people perpetrate financial fraud because of greed, gambling, debts, poor investments or because they live beyond their means or source of income. Finally, financial fraud destroy systems, deprive legal beneficiaries of loans access to qualified loans in the case of credit administration due to credit defaults, it leads to death in certain cases, for example, pensioners deprived of their entitlements due to financial frauds. Financial fraud halts the growth of economic development of nations. It is high time researchers employed technology to address the impending halt of economic growth, specifically due to credit default.

Financial fraud is increasing at a geometric rate in the society. Accounting and auditing skills have been employed for decades but can no longer withstand the current trends of fraud at this age and time. With the advent of the internet, frauds that can run down a whole country can take place in a few seconds with a few clicks of the mouse. Fraud detection must step up in the face of sophisticated methods of committing financial frauds. Machine learning is able to come to the rescue due to its sophisticated pattern recognition in data, revealing trends that give insights to what manual, semi-automated, or many automated attempts cannot reveal.

According to [9], there are many types of fraud including, credit card fraud, telecommunication fraud, computer intrusion, bankruptcy fraud, theft fraud or counterfeit fraud, and application fraud. However, based on a thorough review of the domain, this work presents the types of fraud as shown in figure 1 in the appendix [10].

2.2 Credit Fraud

In literature, there are three principal types of credit fraud, namely: Credit card fraud, credit application fraud, and bankruptcy fraud [11],[12].

2.2.1 Credit Card Fraud

This is the most predominant type of fraud experienced in credit administration. A card theft has taken place and a legitimately issued card is used by a card thief to undertake illegitimate transactions. In this scenario, the approved and registered owner of the card is unaware of his or her card’s usage without approval. The fraudster suddenly engages in numerous transactions on the account of the rightful card owner without his or her knowledge, all in a considerably limited time of action. Before the legitimate card owner discovers a foul play and report to the issuer of the card or the bank, a lot of damage must have been done [13]. In literature, credit card fraud is categorized into two; offline fraud and on-line fraud [12]. The offline fraud is carried out with the use of an illegally possessed physical card at points of sale or other places of financial transactions based on cards, while on-line fraud is committed with the use of internet, phone, shopping, web, or when the person in possession of the card is not present.

Offline Credit Card Fraud: The offline fraud entails the theft of the physical card for the intention of perpetrating fraud with it in stores [12]. Much work has been done against the possibility of successfully effecting this type of a fraud, though it still exists today but it has been reduced drastically. Since the cards are part of our possessions that are used daily for diverse purposes, a loss or theft of the physical card is easily realized nowadays. The legitimate owner therefore raises an alarm to the issuer bank before any intended fraudulent transaction is carried out with that card. It is the responsibility of the bank to instantly block any reported physical card that was stolen or lost because it is already compromised. Such a physical card cannot be used any longer or until the right
owner has finally convinced the bank it was not compromised and the password is changed from the bank. This returns the card to a new one and certain operations to preserve the confidentiality and privacy on that card are reinforced. If a stolen or misplaced physical credit card was never reported, the policy of the banks places the responsibility on the card owner to bear the loss. This is a policy already agreed to and signed at the point of issuing the card. In some countries where the postal system is effective, banks do send freshly issued cards by post; this is perceived highly dangerous and opens the door for a theft in transit before it reaches the registered address of the card owner.

**Online Credit Card Fraud:** The online fraud is successfully executed based on the access to the sensitive and confidential details of the card. The unlawful access to these details is either due to a theft of the card or a careless exposure or disclosure of the details during transactions on the card by the owner; phishing and social engineering often lead to the illegal custody of these details by the fraudsters to make illegal transactions online. There is no need for a physical presence of the card to carry out a fraud using the card, for this reason it is called a virtual card theft. The antidote to this kind of a fraud remains an extreme safety consciousness, it is very difficult to prevent this type of a fraud, the fraudsters can keep the card’s information for a long time before they are used [13]. It is impossible for the card owner to be aware of the theft of the credit card details until some illegitimate purchases or payments for services have been made through the card, a detection in advance is almost impossible. There are some established ways through which fraudsters steal credit card information, for example, in identity fraud as discussed below.

**Identity Fraud:** In an identity fraud, a fraudster uses a false identity intentionally, in order to commit fraud and hanging the crime on an innocent person or a non-existent personality [14],[15],[16]. It is common in this class of a fraud to invent a fake identity or stealing the real identity of an existing person [11],[14],[15],[16],[17].

The process of gathering the necessary information that are confidential to their owners [14],[15],[16],[17].

The invention of a non-existing identity is difficult in the 21st century, banks and other sensitive institutions ensure the supplied information is matched to a physical person, seen, and have biometrics captured to avoid this type of a fraud.

In a situation that a fraudster has beaten the issuing bank to obtain a credit card using an invented identity belonging to a non-existent person, the bank is at a loss because the fraudster would overdraft the credit card account with the bills left unpaid [16]. If a real identity was used, the real person must pay the bills except the identity theft is proved beyond any reasonable doubt. However, the creditworthiness of the real customer is affected with reservations to be issued a credit card and also to be granted a loan later.

### 2.2.2 Credit Application Fraud

There is an occurrence of a credit application fraud when a fraudulent person applies for a credit card with false information or identity. A reliable profile is being built to successfully open an account and get required cards using fake documentation [11]; therefore it is closely linked to the identity fraud.

### 2.2.3 Bankruptcy Fraud

A situation where clients or customers use their credit cards for their expenditures beyond what they can pay is called bankruptcy fraud [11]. The credit card is an outlet for customers to take credit from their banks and the cards are used each day for various payments for goods and services. It is a routine process by banks to get across a bill to their customers in an attempt to ensure a timely payment of their credit card purchases; the bill is sent monthly to avoid any disagreement or discrepancies from both sides.

Some customers who are potential fraudsters do spend beyond their limits intentionally and apply for personal bankruptcy, this is termed a bankruptcy fraud, and the bank is obligated to pay for the losses incurred by another entity[11].

According to [18], bankruptcy fraud is increasing geometrically causing a resounding loss to the banks who are the creditors and issuers of credit cards. Also, an evaluation of credit card applications for the verification of credit worthiness was proposed by the authors. The evaluation is expected to reveal it if a customer is likely to go bankrupt in the near future. It is worthy of note that despite the evaluation, the customers adjudged to
be credit worthy can still go bankrupt at a later time. Therefore, when a customer is provided with a credit card account based on being considered credit worthy, there is a need for monitoring if the bank would not end up losing money as a bankruptcy fraud is not impossible.

When credit card bills payments are not consistently paid, it is an indication to a potential bankruptcy fraud [19]. It is high time the banks took drastic measures to have their losses due to bankruptcy fraud significantly reduced. The allowable credit card limit could be reduced in order to minimize their loss in case of a bankruptcy. Also, the banks need to temper justice with mercy because some customers genuinely had difficulty in paying their bills but a limit on their cards can make them close their accounts. This is not good for the banks and the scenario must be avoided.

2.3 Data Mining

Data mining is the computational process commonly employed in the analysis of huge datasets, for the discovery of important trends, and extraction of paramount knowledge for the prediction of hidden knowledge. Many subfields of computer science are involved in its functional concept. Artificial Intelligence, Statistics, Mathematics, Machine Learning, and Database Systems. Pre-processing operations are important prior to the execution of data mining algorithms. There is also a post-processing stage employed for the visualization of the analysis results (identified patterns or retrieved knowledge) with basic intuition and ease of communication.

Algorithms in this domain are of two categories, namely: Prediction and knowledge discovery. The sub-categories of note are: Classification and regression, clustering, association rule mining, and outlier or anomaly detection. Some evolving data analytics are the spatial and graph data mining coined out of the constituents of data mining approaches. Datasets of huge instances and variables are the best for data mining approaches and delivers enhanced accuracy. In circumstances of conventional statistical approaches failure, better insights are revealed in high-dimensional datasets.

A thorough analysis and formalization of desired objectives are critical in an effective data mining solution. This guides the choice of a learning algorithm to use. To see clearly unclear groups in data or discover associations existing in important data variables (knowledge discovery), the choice of clustering or association algorithms is inevitable. However, if the objective is prediction or classifying variables into specific categories, classification or regression approaches are to be employed.

2.4 Machine Learning

Machine Learning employs data mining techniques and other learning algorithms to build models of what is happening behind some data to make predictions or detections [20].

With basic human services being rendered daily, a large range of data is generated with basic characteristics of volume, variety, and volatility. According to [21], the existing dataset have numerous untapped potentials, challenging traditional ways of solving problems. With the real-time operations that are evident in the information age, the need for pattern recognition, information extraction, predictions, and detections cannot be over-emphasized. Machine learning and data mining tools are being employed to solve fraud prediction and detection. Machine learning is basically categorized into supervised learning and unsupervised learning.

2.4.1 Supervised Learning

This is a very common learning method; the model gets trained with the use of pre-defined class labels. In a financial fraud detection context, the class labels could simply be legitimate or fraudulent transactions.

The training dataset is employed in building the model, thereafter; new transactions can be compared with the already trained model for a prediction of the class it belongs to. A transaction is classified legitimate when it has the same pattern with the trained legitimate behaviour, else, it is classified illegitimate. One of the merits of supervised learning is that the classes are comprehensible to human beings, and therefore employed for pattern classification.

However, it is difficult to gather class labels; also, with a bulky data input, it gets expensive to label all. It is worthy of note that transactions must be correctly identified to reduce false positives and true negatives. The models in supervised learning cannot detect new types of fraud apart from those trained to be included as target class. For example, in diseases prediction, any disease not included as one of the target diseases is never detected. An unsupervised learning isolates such as a new disease, though not one of the expected diseases, but based on a different trend discovered, it will be set aside. However, supervised learning discovers fraudulent duplicates in fraud detection which unsupervised learning cannot do. Supervised
learning problems are either regression or classification problems as discussed below.

**Regression versus classification problems:** According to [22], variables can be characterized as either quantitative or qualitative (also known as categorical). Quantitative variables take on numerical values; for instance, the age of a person, height, or salary; a car’s selling price, and the cost of a drink. However, qualitative variables take on values in one of y classes, or groups. Examples of qualitative variables include the complexion of a person (dark or light), the type of account operated in a bank (A = savings, B = current, or C = special), confirming if a man is physically challenged or not (yes or no), or a fever diagnosis (Malaria, typhoid, free).

The problems that have a quantitative response are called regression problems, and the problems that involve a qualitative response are called classification problems. However, to distinguish them is quite easy; the least squares linear regression is meant for a quantitative response, while logistic regression is employed for a qualitative (two-class, or binary) response; therefore, it is utilized as a classification approach but since it does the estimation of class probabilities, it can be classified as a regression method too. There are some statistical approaches, for example, K-nearest neighbors (KNN) and boosting, can be used in both of quantitative and qualitative responses [22].

Statistical learning methods are commonly selected based on whether the response is quantitative or qualitative; thereby, using linear regression when quantitative and logistic regression when qualitative. However, the quantitativeness or qualitative nature of the predictors is not paramount. Most of the existing statistical learning approaches are suitable for use irrespective of the predictor variable type, resting on the criterion that qualitative predictors are properly coded prior to the performance of the analysis [22].

**Selection of classification methods:** In the fraud prediction domain, classification methods are selected based on the following criteria: Ability to handle huge datasets of high dimensionality with very good efficiency and with desired accuracies; ability to provide easily understood results for business experts; performance metrics are based on highest classification accuracy (researchers), generation of understandable and practical classification rules (industry practitioners’ concern). Classification techniques have been employed in many domains like, facial recognition, age estimation, features extraction, stock prediction, fraud detection, malware detection and many others [23],[24],[25],[26].

**Classification machine learning algorithms:** Classification is a supervised machine learning method where datasets are labelled. The goal is to have data prediction in a predefined group. Examples of classification algorithms are the Neural Networks, Genetic Algorithm, Support Vector Machine, Bayesian Networks, and Decision Trees; and they are discussed below.

**Naive Bayes:** Bayesian Classifiers are statistical classifiers for the prediction of class membership probability that a given sample belongs to a particular class. This is a simple method, elegant, and robust. It is a classification algorithm that has been in existence long ago and despite its simplicity, it is an efficient machine learning approach. It has a wide coverage of applications, for example, in spam filtering, text classification, image processing [27]. To enhance its flexibility, it has been modified numerous times in statistics, machine learning, and pattern recognition domains. Bayesian Networks are graphical models that show relationships between the subset of attributes. Every Bayesian Learning Algorithms has its root in the Baye’s Rule.

**The Baye’s theorem**
\[
P(x | K) = \frac{P(K | x)P(x)}{P(K)}
\]
relationships between the subset of attributes. Every Bayesian Learning Algorithms has its root in the Baye’s Rule.

**Naive Bayes algorithm.** The conditional independence of the attributes of the instances is needed to use Naive Bayesian Classifiers.

- X be a set of instances \(X_1 = (a_1, a_2, \ldots, a_n)\)
- V be a set of classifications \(v_j\)

The Naive Bayes assumption is as follows:
and it follows that the algorithm is:

\[ v = \max_{v_j \in V} P(v_j | a_1, a_2, ..., a_n) \]

\[ = \max_{v_j \in V} \left( P(a_1, a_2, ..., a_n | v_j) P(v_j) \right) \]

\[ = \max_{v_j \in V} P(a_1, a_2, ..., a_n | v_j) P(v_j) \]

\[ P(a_1, a_2, ..., a_n | v_j) = \prod_i P(a_i | v_j) \]

implemented thus:

- Naive_Bayes_Learn (examples)
  - for each target value \( v_j \)
  - estimate \( P(v_j) \)
  - for each attribute value \( a_i \) of each attribute a
    - estimate \( P(ai | vj) \)
  - Classify_New_Instance (x)

The training takes a short computational time and the model is easily constructed; it is suitable for large dataset and the iteration parameter estimation is less complicated; the represented knowledge is easily interpreted; it is not specific to an application in its strength but it is robust and does well across board.

**Support vector machine (SVM):** The SVM was developed by [28], based on the structural risk management theory [29]. It uses decision planes to define decision boundaries, separating between a set of objects with diverse class memberships. The SVM creates a hyperplane by using a linear model to implement non-linear class boundaries through some non-linear mapping input vectors into high dimensional feature space [30].

The SVM has been employed in many detection and prediction works, for example, telecommunications, pattern recognition, system intrusion detection, age estimation, and facial recognition [23],[24],[25],[26],[31],[32]. Figure 2 (appendix) is a diagrammatic representation of a sample support vector machine implementation [30].

Support Vector Machine (SVM) is a classification and regression prediction tool that employs machine learning theory in the maximization of its predictive accuracy as it automatically avoids overfitting to the data. Support Vector machines are systems that use hypothesis space of a linear functions in a high dimensional feature space, trained with a learning algorithm from optimization theory that implements a learning bias derived from statistical learning theory. SVM came to limelight when it outperformed the well-known sophisticated neural networks based on elaborate features in a handwriting recognition problem, using pixel maps as input. It is notably applied in hand writing analysis, face analysis, and more interestingly for pattern classification and regression based applications.

Its better empirical results have given it prominence, the SVM uses Structural Risk Minimization (SRM) principle, and this has proved superiority over the conventional Empirical Risk Minimization (ERM) principle that is used by conventional neural networks. It is worthy of note that SRM operates by a minimization of an upper bound on the expected risk, and in the case of ERM, the training data error is being minimized by it. This difference affords the SVM with the capability of generalization, and that is the essence of statistical learning. SVMs were initially meant for classification problems but currently, an extension of it makes it suitable of solving regression problems too.

The statistical learning theory makes available a framework that studies the problem of gaining knowledge-gaining, predictions-making, decisions-making, based on the available dataset. The choice of the hyper plane space is done in way that the target space underlying function is closely represented.

In statistical learning theory the problem of supervised learning is formulated as follows. Given a set of training data \{ (x_1, y_1) ... (x_n, y_n) \} in \( \mathbb{R}^n \times \mathbb{R} \) sampled according to unknown probability distribution \( P(x, y) \), and a loss function \( V(y, f(x)) \) that measures the error, for a given \( x, f(x) \) is "predicted" instead of the actual value \( y \). The problem consists in finding a function \( f \) that minimizes the expectation of the error on new data that is, finding a function \( f \) that minimizes the expected error:

\[ \int V(y, f(x)) P(x, y) dx dy \]

In statistical modeling, a model is chosen from the hypothesis space, which is closest (with respect to some error measure) to the underlying function in the target space.

**Decision tree (DT):** The decision tree classifies data into discrete ones using tree structure algorithms [33]. It highlights the structural information contained in the data. It builds a decision tree from a set of class labelled training samples during the machine learning process [34]. Each internal node in a decision tree is a test on attribute (feature); each branch is an outcome of the test; and each leaf node is the class label.

In its classification exercise, it identifies the class label of an unknown sample, tracing path from root to the leaf node, which holds the class label for that sample [34],[35].
In the domain of fraud labelled samples are required and a large number of main classes of learning as a small number of supervised learning is a bridge between the two labeled samples for its required operations. Semi-supervised learning requires no needs every training sample for the labeling of their operations. As it was discussed earlier, supervised learning techniques - artificial neural networks, and decision trees are popular for business intelligence applications, where a single feature at each interval node. It is also worthy of note that decision trees work fine on both classification and regression problems; they can handle missing values; the trees are plotted graphically, and can be easily interpreted; trees can be easily explained to people. Other approaches include artificial neural networks, and k-nearest neighbor. Table 1(appendix) is a comparison of common classification techniques.

**Decision tree algorithm**
1. Provide the root node N
2. In case every sample belongs to an identical class C, then return the node N as leaf node with the class labeled C
3. In the absence of any feature, return N as leaf node with the most common class of samples
4. Apply the feature selection measure to select the best feature
5. Label node N with the feature found in step 4, called test feature
6. For each value V_i of test feature
   a. Partition the samples and grow subtree for each value V_i of test feature.
   b. Let a_i be the set of tuples for which test feature = V_i
   c. If a_i is empty then attach a leaf node with the most common class in samples
7. Else attach the node returned by Generate_decision_tree (a_i, attribute_list, test_attribute).

For example, to classify a bank loan application for a customer, the decision tree could be as shown in figure 3 (appendix).

**The advantages of using decision trees**: The simplicity and speed of decision trees is second to none; there is no requirement for a domain knowledge or parameter setting; it comfortably handles high dimensional data; the way it is represented allows for enhanced comprehensibility; it has a fantastic accuracy though this is dependent on the data in use; it supports incremental learning, and they are unvaried, since they are used based on a single feature at each interval node. It is also worthy of note that decision trees work fine on both classification and regression problems; they can handle missing values; the trees are plotted graphically, and can be easily interpreted; trees can be easily explained to people.

**2.4.2 Semi-supervised learning**
As it was discussed earlier, supervised learning needs every training sample for the labeling of their classes; but unsupervised learning requires no labeled samples for its required operations. Semi-supervised learning is a bridge between the two main classes of learning as a small number of labelled samples are required and a large number of unlabelled samples. In the domain of fraud detection and credit card fraud detection specifically, semi-supervised learning techniques may involve labels for some of the legitimate transactions only. Therefore, it reduces the effort supervisors require in the classification of training data. The artificial immune system is a good example of this category.

**Artificial immune system (AIS)**: The Artificial Immune System (AIS) is an artificial intelligence-based approach that mimics the operations or functionality of the human immune system. Categorization of all the body cells into self or non-self cells forms the basic function of the human immune system. The self (S) cells represent every pattern in a finite space that is legitimate and non-self (N) is a representation of illegitimate cells. The non-self cells are then thoroughly examined to conclude on a suitable defense. The AIS consists of artificial lymphocytes (ALCs) that are able to classify any pattern as self or non-self by detecting only non-self patterns. AIS detection engines implements AIS based algorithms which can classify input data as normal or fraudulent. For a future reference, the defensive mechanism that has been used to protect the body from a non-self cell previously is kept. If a non-self cell similar to N invades the body later, the preserved defensive mechanism comes to a rescue. Therefore the immune system is able to protect the body from non-self cells by applying an evolutionary learning mechanism. It is interesting to note that our immune system can also spot new types of non-self cells which are unknown and not seen before.

An AIS is a mimicry of the human immune system. In the fraud detection domain, an AIS discovers illegitimate transactions because they are perceived as the non-self cells. An exhaustive labelled training is not required to achieve this task. However, a limited volume of labeled samples are presented corresponding to legitimate transactions and a huge volume of unlabelled samples corresponding to either legitimate or illegitimate transactions. By virtue of this, the AIS is a semi-supervised learning approach that identifies both previously seen fraudulent patterns, and others that have not been seen before.

**2.4.3 Unsupervised learning**
This category has no class labels. It finds instances that show unusual behavior. These techniques endeavour the discovery of both old and new fraud types. There is no restriction to the fraud patterns that already have predefined class labels like
supervised learning techniques do. It detects anything that does not abide by the normal behavior; this is due to its directionless nature, it finds patterns that are of no prior notice or recognition. These are basically association rules, clustering, and outlier detection.

**Outlier detection (OD):** This refers to a situation where in the course of an observation, a particular point or group of observed facts have deviated from common scenarios or points to perceive it was a product of a different mechanism. Outlier detection is an unsupervised learning approach that discovers strange patterns in data [52]. A detection of outliers is easily done even without knowledge of the dataset distribution or a requirement for training samples that are labeled [53].

A careful choice of similarity metric is of utmost significance in the study of the complexity of outlier detection [54]. This does a calculation of the similarity amongst diverse data. The type of metrics used determines the outcome, therefore; the choice of a right metric is critical and may be a complex step [10],[54]. In a fraud detection work, a fraudulent transaction is an outlier with a dissimilar behavior compared to the legitimate ones which are commonly in the majority; therefore the outlier is easily identified.

**Peer group analysis (PGA):** This is an unsupervised learning approach that does a monitoring of behavior over a period of time [55]. In the scenario of a fraud detection in credit administration, the PGA takes note of all creditors account X that behaves like a target account Y at a past time \( t_{past} \) [54]. The accounts X are the “peer group” of Y. The target account Y is being suspected of a fraud if and only if at the current time \( t_{current} \) it behaves differently from its peer group X. This approach is able to avoid flagging a transaction as fraudulent if its peer group undergoes the trend it undergoes at a time. For instance, when teachers’ salaries are not paid, all teachers might not fulfill their expected repayment pattern. When a client is compared with others in its group, a reason for the untoward pattern might be discovered and unnecessary false positives are avoided.

**Hidden Markov model:** According to [10],[56] “hidden Markov model is a double embedded stochastic process with two hierarchy level.” In a comparison with the conventional Markov model, hidden Markov model is better in terms of expressiveness and it is more advanced in its representation of stochastic processes. This approach is popular in some strategic domains of research including speech recognition, computer vision, and pattern recognition. The work of [56] also employed the hidden markov model in the domain of fraud detection; specifically in credit card fraud detection.

### 2.5 FEASIBLE CHALLENGES ASSOCIATED WITH THE PREDICTION TECHNIQUES

**Noise:** Data do witness the presence of unwanted figures or errors, for example, incorrect date, wrong date of birth or age; when some values are missing, these are also noise, and they collectively lead to a wrong model construction and ultimately inaccurate predictions [10],[57]. The removal of noise from data to be used for machine learning and other tasks is a critical step, and this is referred to as cleansing, this could be tasking in some cases, but it depends on the dataset in consideration.

**Labelled training samples:** The process of seeking and finally getting a reliable training data samples and effectively group to the right class labels for model construction can be a tough task in the research procedure. Supervised learning approaches only work with labeled data, and more often than not, this is not readily available or there is a need to go an extra mile to finally arrive at this for an effective training, testing, and validation [47].

**Overlapping data:** This scenario occurs when there is a misrepresentation of the reality; when an illegal transaction appears like a legitimate one or when a legal transaction looks very similar to a fraudulent one. This is a height of confusion that can make the process of model construction complicated and faulty.

**Parameters choosing:** Each of the data mining approaches need many parameters, this includes the thresholds to be set earlier by the user. The variation in the choice of parameters affords a unique diversity in the performance of the constructed models, and this leads to an increment in the complexity of the constructed model [58].

**Feature selection:** The process of choosing the features also referred to as attributes or columns of the available dataset in the construction of the detection model could be a daunting task on several occasions. The features selected determine to a large extent the predictions being made by the machine learning approach, this is critical since they are used for critical decision making and the judgement of the machine learning approach is trusted.

**Overfitting:** Despite an effective pre-processing of training dataset that includes data cleansing, there are still some existing errors or random values referred to as small fluctuations in that dataset [59]. Overfitting is the aftermath of a situation when the
An ensemble is a combination of many learners referred to as base learners. A collection of various strengths in each base learner and finally working on their shortcomings results in an ensemble that is more efficient, effective, and robust than each of the base learners who in each of their classes are worthy problem solvers on their own, thereby a more reliable solution provider is delivered.

The base learners can be decision tree, neural network, K-Nearest neighbor or any other machine learning algorithm. Most ensemble methods use a single base learning algorithm to produce homogeneous base learners, but there are also some methods which use multiple learning algorithms to produce heterogeneous learners. For the last category, the base learning algorithms are referred to as individual learners or component learners by some people instead of the popular base learners.

The cogent idea of deploying multiple models has been on for a long time. However, ensemble learning earlier researches anchor on two works; [61] leading to a revelation that predictions from a combination of a set of classifiers are of a better accuracy than predictions from any perceived best single classifier. The other is [62] which provided the evidence that weak learners can be boosted to strong learners, which gave birth to Boosting, which today is one of the most employed and reliable ensemble approaches.

Some domains where ensemble learning has been used include: Optical character recognition, text categorization, face recognition, computer-aided medical diagnosis, gene expression analysis. Wherever machine learning techniques can be used, ensemble learning can be employed for better results. Improving the comprehensibility of ensembles is a channel for future works as it is currently understudied; however, it deserves the attention of researchers [63].

The employment of different base learner generation processes or different combination schemes leads to different ensemble methods. Boosting, Bagging, and Stacking are the three representative effective and foundational ensemble methods [62],[64],[65],[66] in literature.

The weighting strategy of AdaBoost is equivalent to resampling the data space [67], which are applicable to most classification systems without changing their learning methods. Besides, it could eliminate the extra learning cost for exploring the optimal class distribution and representative samples [68]. Moreover, compared with the method of eliminating samples from data set, it reduces the information loss, overfitting risk.
2.8 Related Work

There are many related works done in fraud detection, spanning from unsupervised learning, supervised learning, and hybrid approaches, being applied in numerous domains of human endeavor. The prominence of fraud detection researches with machine learning approach solutions is evident in the health, automobile, crop, and mortgage insurance [2],[5],[70]; telecommunications [26]; credit cards [9]; financial reports [71]; and money laundering [72],[73].

In [74], financial frauds were categorised into bank fraud, corporate fraud, and insurance fraud. This work has categorized credit fraud as a bank fraud. Further categorizations are as presented in Figure 4 (appendix) [74].

**Fraud categories and detection algorithms**: In literature, many approaches have been used in various domains to detect frauds including credit card frauds, insurance fraud, and financial statement frauds. Also, a host of machine learning approaches have been employed, for example artificial immune system, text mining, genetic algorithm, fuzzy logic, and others as revealed in Figure 5 in the appendix [74].

Fraud detection is a rich domain of research in the academia and the industry. The strength of techniques like decision trees, neural networks, and Bayesian networks were studied in [75] and a comparison of those techniques was done. Also, a summary of the available classification methods for financial fraud detection was explored in [76], and [77].

In [78], a credit card fraud detection model was developed based on frequent itemset mining. The work also employed a matching algorithm to discover the closeness of an incoming transaction to either legitimate or fraudulent for a decision to be made. A highly imbalance and anonymous credit card transaction datasets were used and the proposed model evaluation revealed a high fraud detection rate, and balanced classification rate.

The proposal for building a classification model in the detection of credit loan fraud based on individual level utility was evolved in [79]. The work confirmed the geometric increase in bank credit services and the corresponding fraud. There is a need for intelligent detection of bank credit fraud. The focus on individual level utility by this model singles it out from other works. This work carried out its preprocessing and feature selection, and thereafter effected its utility-sensitive classification model based on decision tree, Bayesian networks, and bagging for the prediction of the probability of each credit client being fraudulent. The data used covered a period of six months from a financial institution. However, the duration could be increased for a better result despite the claimed satisfied performance of this work.

The work in [80] used the random forest to detect credit card fraud making use of historical transaction data using legitimate and illegitimate transactions to obtain fraudulent and legal behavior features using machine learning. This paper specifically utilized two types of random forests (random tree-based and classification and regression trees CART-based random forest) to train the behavior features of legal and fraudulent transactions using e-commerce company data in China. The work compared the random forests that are different in their base classifiers with performance analysis for detecting credit fraud.

In [81], a consumer loan payment default predictive model was developed with a study of consumer behaviour in terms of loans payment default using logistic regression and discriminant analysis. Also, [82] did a review of prediction system for bank loan credibility using the random forest algorithm. However, all these can be made through an ensemble approach in order to discover undefined fraud patterns in training or testing that can be revealed through an unsupervised learning.

The work of [83] was on the prediction of microfinance bank credit default and the factors leading to such prediction. It employed a logistic regression approach leading to favourable results. In [84], a collection of regression and classification approaches of stepwise regression, logistic regression, support vector machine, decision tree were employed to forecast possible areas of fraud in financial statements.

The work of [85] employed ensemble tree learning methods and Genetic Algorithm to discover financial fraud. This work was specific to fraud in credit cards using the UCI (University of California, Irvine) machine learning repository using the German credit card dataset and Australian credit card dataset. The Adaptive Boosting (AdaBoost) was employed to enhance the decision tree and implemented in WEKA [86]. It is evident that the AdaBoost can be applied to other classification learning algorithms [87].

According to [88], in the previous fraud detection works, the crucial characteristic of fraud data that it is imbalance has been ignored. It is
imbalance because the number of valid records is largely smaller than the number of illegal fraud records. To enhance the prediction accuracy of fraud detection techniques, many combination of individual approaches to boost the effectiveness of those approaches have been employed. The work submits that the ensemble approach is the best, working with imbalance data, and proposed an approach that combines the bagging and boosting techniques together, in which the bagging technique can reduce the variance for the classification model through resampling the original data set, while boosting technique can reduce the bias of the model.

3. RESEARCH MODEL
This systematic literature review was carried out based on [89] as a model, and fundamentals towards a smooth conduct of study leveraged on [90].

3.1. Research Question
This study seeks to answer the question below:
1) RQ: What is the trend of research and the level of researchers’ interest for financial fraud prediction in credit administration, with a look out for the least and most researched issues? In the pursuit of a cogent answer in this direction, a review of current works in literature was carried out.

3.2 Inclusion and Exclusion Criteria for Considering Studies for this Review
From January 2018 to September 2018, the process of gathering relevant information based on diverse literature was in the front burner. However, the work was finally restricted to the Information Technology and Computer Science domains, this is in tandem with the work of [91],[92]. The detailed inclusion and exclusion criteria applied to this review are illustrated in Table 2 (appendix).

3.3 Search Strategies for Choosing Relevant Publications
Six cogent steps were taken in the process of searching for literature as detailed in the description column of table 3. Google Scholar and Researchgate, IEEEXplore, ScienceDirect, Scopus, ACM Digital Library, and SpringerLink played a prominent role in this regard. Search terms were grouped into three categories of interest: Bank credit fraud prediction, employed machine learning techniques, and financial fraud. Each category of search terms was used as single items or in combination by using the Boolean operators “AND” and “OR”. Table 3 in the appendix is the systematic literature and information search strategy.

A combination of keywords was employed, testing for synonyms used in the literature and to cover a variety of publications on fraud prediction in credit administration. The search terms below were employed. The following combinations of search terms were applied:
- Fraud prediction OR credit fraud reviews OR bank credit fraud prediction OR financial fraud OR bank credit fraud survey OR loan fraud detection literature review OR machine learning fraud prediction OR fraud detection using hybrid learning OR ensemble learning fraud OR credit default fraud detection OR bank credit fraud review AND Information Technology OR Computer Science.

4. Results
The search of this work had an initial selection of \( n = 308 \) publications; out of these, \( n = 251 \) were chosen from databases (search steps 1 and 2, Table 3). Furthermore, \( n = 57 \) were selected through open search on websites and establishing contacts with individuals (search steps 3–5, Table 3). In step 1, we took off \( n = 120 \) articles based on the consideration of the language of communication, title and duplicates had to be deleted. The remaining \( n = 188 \) publications were then reviewed, and a further \( n = 143 \) got expunged for not meeting the inclusion criteria as indicated in Table 2. In the final step of selection, the ensuing doubts about the work was resolved through a comprehensive discussion including all authors, this led to the inclusion of an additional study from the references list in one of the publications. Finally, 46 studies were selected to have fulfilled all the laid down inclusion criteria and thereby included in this review.

The highest number of papers accruing to 6.4% was published in each of 2012 and 2013, followed by 5.6% in the years 2008 and 2015. The years 2014 and 2016 came third with 4.8% each of the analyzed papers. The year 2017 featured 4.0% coming fourth, followed by 3.2% in 2011, then 2.4% each in 2002, 2007, 2009, 2010. Other years in consideration contributed 0.8% except for the year 2008 with 1.6%. The papers analyzed are 35% from conferences, 58% journal articles, and 7% from workshops, technical papers, and surveys, all in fraud prediction in credit administration, either covering the techniques of prediction, surveys, reviews, machine learning, hybrid or ensemble learning.

4.1 Search String
Right from the beginning, the scope of the research was clear and were based on the concept, techniques for prediction, gaps in research, and suggestions. Research questions and keywords were identified based on these prior definitions, therefore standard and referred databases were consulted. We combined keywords to test for synonyms in title to ensure a robust coverage of relevant publications on fraud prediction in credit administration. The different search string combinations are as listed in section 3.3 earlier.

4.2 Purpose of Intervention
All studies included in this review focused on bank credit fraud prediction, employed machine learning techniques, and financial fraud. It is worthy of note that to the best of our knowledge, no systematic literature review for bank credit fraud is existing but rather in credit card fraud or health insurance fraud. The work of [76],[88],[93] [94] [95] are on financial fraud detection generally using specific approaches but not reviews. Financial statement fraud detection using hybrid approaches.

In [71],[75], and [84]; hybrid approaches were employed to detect financial statement fraud but none is a systematic literature review in that domain to give directions of research. Health Insurance fraud prediction has received attention in many dimensions based on diverse approaches, [2],[8],[24],[27]. Furthermore, [57] employed a hybrid approach; and a survey of hybrid approaches in [5] [94]; while [70] is a survey on health insurance fraud. Review of credit card fraud detection techniques was done in [9]; [11]; [20].

Financial statement fraud detection using hybrid approach was featured in [71],[75]; [84]. Machine learning algorithms are widely employed in fraud prediction as revealed in a review of ML algorithms by [40]; and a ML SLR in [21].

4.4 Risk of Bias and Challenges
To ensure an unbiased categorization after the searches, the inclusion or exclusion criteria were applied to aid decision making, it was ensured that every selected paper was scrutinized by each of the collaborating researchers for this work. However, the strategic choice of search strings determine the papers retrieved [96], and a variation in the strings used for this work could have yielded different relevant publications from what is obtainable here [94]. Furthermore, our systematic review could still be biased despite efforts to avoid bias, because the databases that we consulted, indexed more of the renowned conferences and journals on the subject of fraud prediction in credit administration; hence, the views of low class publications are ignored. Furthermore, a conduct of further searches in non-English sources can afford a reduction in the possible bias in the study.

5. Discussion
From the analysis, it was observed that there is a wave of interest in bank credit fraud analysis from 2008 to date. The amount of papers published in the domain from 2003 to 2007 was garnered in a single year of 2008, having 7 publications for the analysis. Also, there was a consistent increase in the number of publications from 2009, showing more attention in fraud prediction using machine learning in the academia. The years 2012 and 2013 witnessed the peak having 8 publications each. The latest publications for 2018 might not be completely available for analysis; hence the drop in the number of publications accessed. See Table 4 and figure 6 (appendix). Percentage of papers analyzed from journals was 58%; that of conferences was 35% while that of workshop/technical/symposium was 7% as depicted in figure 6. The views of low class publications were ignored for this study since robust and popular databases were explored. Also, papers written in other languages than English were left out. The knowledge presented here do not represent the two classes mentioned which could have enriched the presented analysis.

6. FINDINGS OF THE STUDY
The findings of this work based on the research questions explored are as follow:
RQ - What is the trend of research interests so far in financial fraud in credit administration, in terms of the least and most researched issues?
We discovered that existing literature have covered fraud, financial fraud, and mostly credit card fraud prediction with machine learning approaches but financial fraud in bank credit default is yet to receive attention despite the fact that this takes a toll on banks and the illegal defaults affect nations too.

7. CONCLUSION AND FUTURE WORK
In this paper, we have carried out a systematic literature review of fraud prediction in bank credit administration, in order to understand the trend of research interests so far in fraud prediction in the context of credit administration based on the least and most researched issues.

The articles surveyed in this work have used machine learning techniques to predict fraud with specific interest in bank credit administration;
several approaches were employed; ranging from unsupervised, supervised, hybrid and ensemble techniques. Machine learning algorithms, performance, and accuracy measures are of importance in the review. The survey reveals that fraud prediction accuracy is not only based on the algorithm put to use, but a function of the context of the work, data pre-processing, how the techniques are combined, strength of base learners, and a host of other factors. This paper would guide future researchers in their choice of machine learning fraud prediction techniques to use and a pointer to possible improvements on some of the existing techniques.
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Figure 1: Types of fraud (Potamitis, 2013)
Figure 2: A Sample of an SVM Implementation (Elmi et al., 2014).

Figure 3: Bank loan application decision tree
Figure 4: Financial fraud categories (West et al., 2014).
Figure 5: Detection algorithms used for some fraud categories (West et al., 2014).

Figure 6: Percentage of publication type
Table 1: Comparison of common classification techniques (Bhavsar and Ganatra, 2012; 2016).

<table>
<thead>
<tr>
<th>Authors</th>
<th>Decision Trees</th>
<th>Neural Networks</th>
<th>Naïve Bayes</th>
<th>K-Nearest Neighbor</th>
<th>Support Vector Machine</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quinlan (1979; 1993)</td>
<td>**</td>
<td>***</td>
<td>*</td>
<td>**</td>
<td>****</td>
</tr>
<tr>
<td>Rosenblatt (1962)</td>
<td>***</td>
<td>*</td>
<td>****</td>
<td>****</td>
<td>*</td>
</tr>
<tr>
<td>Duda and Hurt (1973)</td>
<td>***</td>
<td>****</td>
<td>****</td>
<td>*</td>
<td>**</td>
</tr>
<tr>
<td>Cover and Hart (1967)</td>
<td>***</td>
<td>*</td>
<td>**</td>
<td>**</td>
<td>****</td>
</tr>
<tr>
<td>Vapnik (1995)</td>
<td>****</td>
<td>*</td>
<td>*</td>
<td>**</td>
<td>****</td>
</tr>
</tbody>
</table>

- Accuracy in general
- Speed of learning
- Speed of classification
- Missing values tolerance
- Tolerance to irrelevant attributes
- Tolerance to redundant attributes
- Tolerance to highly interdependent attributes
- Dealing with discrete/binary/continuous attributes
- Tolerance to noise
- Dealing with danger of overfitting
- Attempt for incremental learning
- Explanation ability, knowledge transparency, classification
- Support multi-classification

* = Average, ** = Good, *** = Very good, **** = Excellent

Table 2: The basic inclusion and exclusion considerations for this study

**Inclusion**
1. Peer-reviewed papers, and conference proceedings
2. English language must be the language used
3. Fraud, credit fraud, bank credit fraud or machine learning must be in the paper topic
4. When same research was discovered to have been published twice, and the authors are not different, the latest of the two was chosen.
5. Only publications from conferences, journals, academic workshops were chosen.
6. Publication year limitation of 2001 to 2018
7. Limit by subject area (Computer Science and IT).
8. Year of publication must be within 2001 to 2018

**Exclusion**
1. Technical reports, hypothetical reports, workshops on fraud prediction.
2. Theoretical literature or critiques
3. Newspapers report or television commentary
4. Editorial discussion that discussed the field to argue for research requirement
5. Studies only mentioned through web pages but with insignificant technical information
6. Publications that focus on automated teller machine fraud, mortgage fraud, or bank fraud were excluded because they represent another concept, although bank fraud is the general name as every credit is linked to a bank.
7. Journal articles that are not peer-reviewed but from professional bodies
Table 3: Systematic literature and information search strategy.

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Bibliographic databases</td>
<td>General bibliographic databases</td>
</tr>
<tr>
<td></td>
<td></td>
<td>The subject-specific bibliographic database IEEEXplore.</td>
</tr>
<tr>
<td>2.</td>
<td>Full-text journals, non-bibliographic databases</td>
<td>The digital library, published material and technical information in</td>
</tr>
<tr>
<td></td>
<td></td>
<td>full text.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Google Scholar, Researchgate, ScienceDirect, Scopus, ACM Digital</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Library, and SpringerLink.</td>
</tr>
<tr>
<td>3.</td>
<td>Open search on websites</td>
<td>Visiting relevant websites in the domain of study</td>
</tr>
<tr>
<td>4.</td>
<td>Information request via Email to specified</td>
<td>Establishing contact with companies or personnel of certain</td>
</tr>
<tr>
<td></td>
<td>Organizations</td>
<td>organizations for required helpful information to the research</td>
</tr>
<tr>
<td>5.</td>
<td>Personal information request through electronic</td>
<td>Request for full text of publications not available without a</td>
</tr>
<tr>
<td></td>
<td>mails to authors of impactful publications for</td>
<td>particular subscription or payment</td>
</tr>
<tr>
<td></td>
<td>full texts, additional information, hints and</td>
<td></td>
</tr>
<tr>
<td></td>
<td>expertise</td>
<td></td>
</tr>
<tr>
<td>6.</td>
<td>A critical look into reference lists of</td>
<td>Some consulted crucial publications pointed to important</td>
</tr>
<tr>
<td></td>
<td>impactful publications</td>
<td>references that led to relevant papers</td>
</tr>
</tbody>
</table>

Table 4: Distribution Of Papers Over The Studied Years

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>7</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>8</td>
<td>8</td>
<td>6</td>
<td>7</td>
<td>6</td>
<td>5</td>
<td>2</td>
<td>80</td>
</tr>
</tbody>
</table>