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ABSTRACT 

Recently, social media and specially Twitter has become a main source for news consumption and sharing 
among millions of users. Those platforms enable users to author, publish and share content. Such 
environments can be used to publish and spread rumors and fake news whether unintentionally or even 
maliciously. That is why credibility of information in such platforms has been increasingly investigated in 
many domains (i.e. information sciences, psychology, sociology...etc). This paper proposes a machine 
learning - based model for Arabic news credibility assessment on Twitter. It uses hybrid set of features that 
are topic and user related to evaluate news credibility. In addition to the traditional content-related features, 
Content verifiability and users' replies polarity analysis used for a more accurate assessment. The proposed 
model consists of four main modules: a) content parsing and features extraction module, b) content 
verification module, c) users’ comments polarity evaluation and d) credibility classification module. A data 
set of 800 Arabic news that are manually labeled is collected from Twitter. Three different classification 
techniques were applied (Decision tree, support vector machine (SVM) and Naive Bayesian(NB). For 
model training and testing, 5-fold cross validations were performed and performance diagnostics were 
calculated. Results indicate that decision tree achieves TRP higher than SVM by around 2% and 7% than 
NB, also FPR almost 9% lower than SVM and 10% lower than NB. For precision,recall, f-measure and 
accuracy, decision tree achieves almost 2% higher than SVM and 7% higher than NB for the tested data-
set. Experiments also revealed that the proposed system achieves accuracy that outperforms the system 
proposed by Hend.et.al [29] and TweetCred [2].  

Keywords: News Credibility, Arabic News, Machine Learning, Twitter, Verifiability, Text Polarity  

1. INTRODUCTION  

Twitter belongs to a category of web applications 
that support user generated content (UGC). Those 
types of platforms do not require any user – side 
design or publishing skills. They provide a channel 
where users are allowed to create, publish and share 
information easily[21].  In recent years, Twitter has 
grown vastly in terms of users and content. 
According to www.Alexa.com ranking for the top 
500 we sites, Twitter is globally ranked the 13^th 
and approximately about 73 million global Internet 
users visit Twitter daily. Tweets represent users' 
personal opinions and discussions or news 
headlines. This makes Twitter one of the main 
sources for news publishing, sharing and spreading 
between users.  

However, those types of platforms suffer from 
the lack of supervision over content which can lead 
to misleading, and inaccurate (fake) information 
either unintentionally or intentionally for malicious 
purposes of misleading consumers[1,3]. 

Thus the main characteristics of fake news are: a) 
intent (non-credible news are written with a dis-
honest intention to mislead other users) and b) 
authenticity (verified as fake)[4,6]. That is why, 
there is a pressing need for tools that can 
differentiate between credible and non-credible 
information. 
We can divide the research in the literature in to 
four categories; a) the first includes works that try 
to identify the most informative attributes/features 
for higher precision credibility. These features are 
at different levels (i.e. user level features, content 
and/or message level features...etc [22], [23], [24], 
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[25], [31], [32]. b)The second on the other hand, 
argues that the most influential feature is user 
reputation, credibility and trustworthiness [9], [19], 
[20]. c) Another point of view relies only on 
textual, visual and contextual features at topic/post 
level [1], [2], [5],[8],[11],[12],[13]. In those studies, 
text analysis and natural language processing 
(NLP) techniques used to identify content features 
to assess credibility. Finally the fourth category, c) 
the hybrid model that combines features at more 
than one level arguing that neither source- related 
nor content related features can solely guarantee 
high accuracy rates.  

In this paper, and after surveying the research in 
the literature, we can outline the key limitations as 
follows: 

1. Most of the proposed models for news credibility 
target English language, while a huge amount of 
Arabic news is available. 

2. The majority of the literature focuses on either 
source – based or content-based credibility and 
the available resources (especially ones that target 
the Arabic language) that adopt hybrid features 
use only two or three combined features for the 
evaluation. 

3. Sentiment analysis techniques were used in the 
context of credibility assessment [18],[20]. The 
work in [20] used sentiment of content to 
determine its subjectivity, while [18] latter used 
sentiment analysis for identifying the source/user 
sentimental state that can influence his judgment 
of tweets. None of them targeted the analysis of 
replies to get their polarity as an indicator of 
credibility. 

Our Contributions:  

(1) The proposed model targets news in Arabic 
Language. 

(2) The model utilizes a hybrid set of features that 
relates to both user and topic as well as content 
verifiability against trusted external sources.  
Based on a survey of the most informative 
features we have chosen a set of previously 
investigated topic related and source related 
features. One new added feature includes the 
analysis of users' replies polarity as an 
indication for credibility. 

(3) We apply different machine learning 
techniques for classifying 800 news extracted 
from Twitter and record their performance. The 
experimental results showed that the proposed 
model is more accurate in comparison of [29] 
and [1]. 

Paper Organization: This paper is organized as 
follows: Related work is presented in Section 2. 
The proposed model architecture and details are 
presented in section 3. Next, we describe the used 
data set and discuss our experimental results in 
Section 4. Section 5 presents the evaluation of the 
proposed model in comparison with two other 
systems. Finally, we conclude our work and present 
our insights in Section 6. 

2. RELATED WORK  

Information credibility has been investigated 
in the context of social media due to the lack of 
supervision in such environments. The work on 
credibility assessment can be classified based on 
the features used for credibility assessment to:  
a) User/source- related features,  
b) Topic/post - related features. 
c) Hybrid features.  

2.1 User/Source -Related Features 

This direction of research adopts the claims 
that inaccurate news can probably be created and 
spread by automated software agents or fake 
accounts created only for this sake. Thus, 
source/user-related features (i.e.users’ 
account/profile, demographics, age, account age, 
followers, photo,...etc) can be extracted and used to 
evaluate source credibility. Such features alone are 
not enough as assessing user reputation is also 
important in order to filter malicious users[14], 
[15]. 

User trustworthiness and reputation were 
investigated in the context of online knowledge 
repositories like Wikipedia [16], [17] where they 
were evaluated in order to predict the quality of 
users' new contributions. On social media, face 
book posts were classified as hoaxes or not based 
on users who liked them[9] rather than its content. 
The work assumes that posts can be classified as 
hoax or non-hoax based on the analysis of users' 
polarization. The work divided users into three 
categories i) users liked hoax posts only, ii) users 
liked non-hoax posts only, and iii) users with mixed 
likes. Thus, the category to which users who like a 
post belong could indicate the nature of the post.   

User behavior of tweeting and retweeting was 
also analyzed for assessing the credibility of tweets 
and classifying them as credible or non-
credible[20]. Graph-based analytical techniques 
were applied on user networks in which users can 
follow each other and receive each other’s' posts, 
which results in a directed graph which can be 
analyzed to identify trusted sources/users[19]. The 
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work in [18], tried to identify credible users/sources 
among Twitter users based on analyzing users' 
reputation on a given topic as well as measuring 
users sentiment to identify topically relevant and 
credible sources of information.  

2.2  TOPIC-RELATED FEATURES 

Researchers in this literature base their work on 
the assumption that topic/post - related features can 
help identify non-credible  content. Those features 
can be extracted either from: (i) content or 
(ii)context. Content - related features include visual 
and textual features which can be collected and 
analyzed using standard NLP and text analysis 
techniques(i.e. images included, Hash-tags, URLs, 
sentiments/subjective content...etc).  

 In TweetCred [1], which is a real time credibility 
assessment tool based on semi-supervised ranking 
model. It extracts content-related features in real 
time and feed them together with the annotated 
posts into SVM-Ranking algorithm. Upon new 
feeds, the model predicts credibility and displays 
rating scaled from 1 (low) to 7 (high). Web and text 
mining techniques were utilized in [8]  to detect 
rumors. This work assumed the existence of 
different copies for the same piece of information 
with original and fake copies. It tries to locate 
candidate text source and compare it with a given 
text using parse thicket graph analysis. In [2], they 
tried to identify trending rumors by text analysis 
techniques to find signature phrases used to express 
disbelief and/or uncertainty of a certain  piece of 
information. Clusters of similar posts were ranked 
based on the probability of containing rumors. 

On the other hand, contextual information were 
also analyzed including topic headlines, users 
comments, rates, likes, emotional reactions, number 
of shares,...etc. For example, topic/post headline 
may be misleading (known as “clickbaits”) which 
implies non-credible content or at least irrelevant 
content. NLP techniques can be utilized to identify 
clickbaits. For example the work in [13], identifies 
clickbaits based on matching n-gram of the 
topic/headline. Another work differentiated 
between ambiguous and misleading headlines[5], as 
ambiguity does not necessarily mean inaccuracy. 
This work utilized sequential rules to detect 
headline ambiguity whereas misleading headlines 
were identified based on the similarity between 
headline and topic content/body. 

Another contextual feature is user rating and/or 
tagging which was used in [11],[12] to classify 
topics' credibility. The  availability of tools that 
enable users' feedback and tagging to identify fake 

news(i.e. Facebook tool) enabled researchers to 
identify credibility as well as to analyze the 
accuracy of users' flagging over time.  

2.3 HYBRID FEATURES 

This category employed both source and topic 
related features for more accurate identification of 
credible information in social media.  

The work in [7] relied on hybrid set of features 
to identify credibility of rumors in Sina Weibo 
platform which is a Chinese microblog. This work 
introduced two new sets of features including 
client-based features (web application client and 
mobile client program type) and location based 
feature to identify the place where the event in the 
topic took place (domestic (in China) or foreign). 
Other set of features were applied in [20]. They 
chose a set of features at different levels:a)message-
based, b)user-based, and c)propagation-based 
features. Both content-level features and network 
structure were used in[26]. This work tried to rank 
users/source based on an estimated expertise to a 
certain topic.  

Due to the increasing amount of Arabic content 
and huge number of Arab world users, Arabic 
content on social media was target to credibility 
analysis. Hend. et.al [28],[29] based their model for 
credibility assessment on verification of news 
against external sources and more three features 
(the existence of inappropriate words, is user 
account verified? and user grade based on grade 
given for Twitter account by TwitterGrader.com).  
The source of the article and the time of occurrence 
are two features used to analyze news articles 
in[33]. This work considered the lake of those 
features as a violation that indicates article 
inaccuracy. CAT[30], which is an assessment tool 
for Arabic tweets credibility relied on content and 
source - related features. 

In summary, the bulk of the research in the 
literature and especially ones which target the 
Arabic content disregarded users' comments as an 
important credibility indication. In the next section 
we propose a machine learning - based model for 
credibility assessment for Arabic news on Twitter. 

3. ARABIC NEWS CREDIBILITY 
ASSESSMENT FOR TWITTER 

According to a report[27] released in March 
2017, the number of active users on Twitter 
(monthly) is approximately 11.1 million and 29% 
of all active Twitter users are in Saudi Arabia. 
Totally, the Arabic countries generate 27.4 million 
tweets per day where Saudi Arabia generates 33% 
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of all tweets in the Arab region. This makes Twitter 
a tool for broadcasting news in Saudia Arabia and 
other Arab countries. As previously stated, the 
work in Arabic language suffer from the 
shortcoming of relying only on user - based and 
content- based features while neglecting other 
contextual data especially users' comments.  

In this work we adopt the hybrid- level feature 
model, as we think that the short length of tweets 
and replies makes it necessary to combine features 
at content, context and source level. After 
surveying the literature and experiments to identify 
the most informative features we based our work on 
a set of features investigated in[20],[24],[28],[31], 
[32]. The chosen features include topic - related 
(textual, visual and contextual), source - related and 
verifiability. Additionally, users' comments/replies 

polarity is added to the features as we think that it 
will help improve credibility evaluation. 

1) Source -based features include: Is user verified? 
, Account demographics (location) near event? , 
number of followers, account age, is account 
active?, bio available? Bio contains URL?, account 
has real name? 

2) Content - based features include: contains a 
picture or URL?, Contains Hashtags?, number of 
retweets?, Content is verified against verified 
sources?, users' replies polarity. The selected 
features are summarized in figure1(a,b). 

 

 

 

 
Figure 1(a):Selected Feature set for Credibility assessment 
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Figure 1(b):Selected Feature set for Credibility assessment 

3.1 System Architecture 

The architecture of the proposed system shown in 
Figure.2 consists of four modules  

a) Content parsing and feature extraction:  
which is responsible for extracting news 
content and features via Twitter API. 

b) Content verification module: which verifies 
news content against verified sources. 

c) Users' comments polarity evaluation: which 
analyzes users' comments to determine their 
polarity. 

d) Credibility classification module: which 
evaluates any piece of news as credible or non-
credible. 

The system first receives a URL of the content 
to be checked. The content parsing and feature 
extraction module then parses news content, 
account - related features, users' comments using 
Twitter API.  

Content is then processed to extract its related 
feature using text processing and regular expression 
techniques. Topic and account - related features are 
then stored in the feature matrix. 

 

 

 

 

 

 

 

 

 

 

 
Figure 2. The Proposed System Architecture 

Content is then verified against external trusted 
sources via the content verification module. 
Extracted users' comments are then analyzed for 
polarity evaluation assessment. Feature matrix is 
updated and fed into the credibility classification 
module which then sends back its results to the web 
interface. The process of assessment is shown in 
figure 3. 
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Figure 3:Steps For Credibility Assessment. 

3.1.1 Content parsing and extraction 

This module is mainly responsible for parsing 
news content (textual/visual) and storing them in 
content database. After parsing content, its features 
are extracted(content has images, URLs contained, 
hashtage, no of retweets) and stored in a features 
matrix. Source - related features are also extracted 
using Twitter API(is account verified, account 
demographics, is account active, number of 
followers, account has bio, image, real name?, 
account age) and then stored in features matrix. 

3.1.2 Content verification module 

One important feature to ensure credibility of any 
piece of information is verifiability, which enables 
users to verify content. In the proposed system, this 
module is responsible for verifying content against 
credible and reliable external sources (i.e. Saudi 
press agency: https://www.skynewsarabia.com),  
http://www.spa.gov.sa, https://arabic.cnn.com, 
https://www.alarabiya.net/, 
Based on the work in[29], verification is calculated 
using cosine similarity between news and external 
content. 

3.1.3 Users' comments polarity evaluation 
module 

Users' comments are an integral part of all social 
media platforms. Comments are powerful feedback 
mechanisms that enable users to share their 
experiences and opinions. Analyzing those 
comments have been target in many research 

domains (i.e product reviews, political events...etc). 
In the proposed system, we believe that the polarity 
of users' comments can have a significant effect on 
credibility assessment. Top k comments are 
evaluated for their polarity. Each comment is 
tokenized into a list of words. All words in the 
comment are then processed using an Arabic NLP 
library[36]. Comments' polarization can be 
calculated with the help of Arabic sentiment library 
for Twitter "AraSenTi"[35]. A set of  standard 
Arabic and Saudi variant of Arabic words that 
indicate falsifying or supporting information are 
used as an input to the polarity calculation 
algorithm(i.e. غيرصحيح,  كذب, مو كذب, صحيح
 (etc...صدقت
The total weight is given for each comment based 
on the occurrence of negative/positive words based 
on the following algorithm. 
Inputs: five vectors (dec_wordlist, inc_wordlist, 
inv_wordlist, negative_wordlist and  
positive_wordlist) where: 

a. inc_wordlist : list of Arabic words that indicate 
exaggerate assurance [i.e. مرة ,فعلا ,جدا , كثير}] 

b. dec_wordlist: a list of words that indicate 
exaggerate contradiction{i.e.بالكاد, مرة..etc}. 

c. inv_wordlist : a list of words that indicate 
denial{i.e. لا,ليس,لن, غير, ما..etc}. 

d. negative_wordlist : a list of words that indicate 
negative/false content. 

e. positive_wordlist  : a list of words that contains 
positive/true content. 

Output: polarity: integer value of text polarity.  
1. Initialize polarity = 0 
2. Repeat the following steps for index, word in 

enumerate(text) 
3.   if word in inc_wordlist: 
4.     if text[index + 1] in positive then polarity = 

polarity +1 
5.        if text[index + 1] in negative then  

polarity= polarity - 1 
6.    if word in dec_wordlist: 
7.     if text[index+1] in pos_wordlist then polarity 

= polarity-1 
8.        if text[index+1] in neg_wordlist then  

polarity=polarity+1 
9.           if word in inv_wordlist: 
10.                      ant = replace(text[index + 1]) 
11.         if ant then 
12.                  if ant in pos_wordlist then polarity 

= polarity+2 
13.            if ant in neg_wordlist then polarity 

=polarity-2 
14.         if word in pos_wordlist then polarity = 

polarity +1 
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15.         if word in neg_wordlist then  polarity 
=polarity+ 1 

16. return polarity 
17. End 

Algorithm 1.Steps For Credibility Assessment. 

After the polarity of each  word is retrieved, 
polarity of each comment is  calculated  by the 
summation of polarities of all words  in  a  
comment  divided  by  the  number  of words in the 
comment. Then the total polarity of the topic is 
calculated by the weighted sum of polarity of all 
comments, mathematically calculated as follows: 

 
Where: k is comment in all comments K. 

w is word in the comment k. 

3.1.4 Credibility classification module 

As indicated previously, we make use a set of 
hybrid features for credibility evaluation. This 
module accepts the vector of features of the 
post/new and these features are then fed into a 
trained classifier. The J48 decision tree classifier 
was chosen based on the observed values of our 
experiments (section 4). J48 is the implementation 
of ID3 algorithm that builds tree in a top-down 
approach. It uses entropy and information gain to 
construct the tree. Information Gain is the 
difference between the base entropy and the 
conditional entropy of the attribute. The 
attribute/predictor with the highest information gain 
is said to be the "`most informative attribute"' and 
used for tree branching/partitioning[37]. The 
algorithm proceeds as follows: 

 

1- Select the most informative attribute based on 
entropy:  

 
Where:  
H is the entropy for classes  
p(c) is the probability of a given class c. 

Entropy for a certain attribute is calculated using 
the weighted sum of the class entropies for each 
attribute value. 

 
where: 
Hattr  : is the entropy for attribute. 

p(v) :is the probability of a given attribute value. 
P(c|v): is the probability of class (c) given attribute 
value (v). 

2- Calculate information gain of an attribute using 
the following equation: 

 

4. EXPERIMENTAL RESULTS 

Our experiments included training three 
different classifiers using data set of 800 Arabic 
news collected from Twitter. The ground truth data 
set were manually labeled as credible and non-
credible. Five - fold cross validations were 
performed so that all data set were used for both 
training and testing to avoid over-fitting. Different 
diagnostics were recorded for each of the three 
classifiers [Decision tree(J48), Support vector 
machine(SVM) and Naive Bayesian 
classifier(NB)]. Diagnostics include precision, 
Recall and F-Measure, TPR, FPR and accuracy. 

a) Precision: it indicates the number of correctly 
classified news (True positives) in proportion to 
all classified instance (true positives + false 
positives). Mathematically, precision is 
calculated as follows: 

 

where: 
TP: is the number of news correctly identified as 
credible. 
FP: is the number of news incorrectly identified as 
credible. 

b) Recall/Sensitivity: which is used to indicate 
capability of the system to classify inputs 
correctly. Recall is expressed by the following 
equation: 

 

where: 
TP: is the number of news correctly identified as 
credible. 
FN: is the number of news incorrectly identified as 
non-credible. 

c) F-measure: a harmonic mean of both precision 
and recall and calculated as follows: 

 

d) False Positive Rate(FPR): used to indicate the 
ratio between false positives and the total 



Journal of Theoretical and Applied Information Technology 
30th April 2018. Vol.96. No 8 

 © 2005 – ongoing  JATIT & LLS   

 

ISSN: 1992-8645                                                         www.jatit.org                                                        E-ISSN: 1817-3195  

 
2334 

 

number of news that do not belong to the class 
c and this needs to be minimized. FPR can be 
calculated as followed:  

 

e) Accuracy: indicates the ability to differentiate 
the credible and non-credible cases correctly. 
It's the proportion of true positive(TP) and true 
negative(TN) in all evaluated news: 

 

where: 

TP: is the number of news correctly identified as 
credible. 
FP: is the number of news incorrectly identified as 
credible. 
TN: is the number of news correctly identified as 
non-credible. 

FN: is the number of news incorrectly identified as 
non-credible. 

Results of the performance measures for all the 
three classifiers during five iteration are shown in 
figure 4. The results indicate that performance of 
the decision tree achieves a higher ratios compared 
to SVM and NB as shown in Figure5. 

The observed results show that the decision tree 
achieves higher rates in all diagnostics as it 
achieves: 90% TPR, 12.96% FPR, 90.28% 
Precision, 90.18% recall, 90.10% f-measure and 
90.18% accuracy. While SVM achieves: 88.58% 
TPR, 21.16% FPR, 88.62% precision, 88.58% 
recall, 88.26% f-measure and 88.58% accuracy. 
Finally, Naive Bayesian classifier achieved: 
83.80% TPR, 22.30% FPR, 84.32% precision, 
83.86% recall, 83.84% f-measure and 83.80% 
accuracy. 

 

 
Figure 4: Performance Results of the chosen classifies. 
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Figure 5: Performance measures for the chosen classifiers  

Decision tree achieves around 2% higher TRP than 
TRP and 7% than NB, approximately 9% lower 
FPR than SVM and 10% lower than NB. For 
precision, recall, f-measure and accuracy, decision 
tree is almost 2% higher than SVM and 7% higher 
than NB as shown in Figure 6. 

 
Figure 6: Average Performance For Three Classifiers 

 

5. EVALUATION 
 
A higher-level experiment was conducted to 
evaluate the performance of the proposed system 
using the chosen set of features compared to the 
performance using only features used by Hend et al. 
[29]. For this experiment, classifiers were trained 
using the data set with features in[29]. A data set of 
320 piece of news were input for both systems for 
assessment. Results in figure 7 indicates that the 
accuracy achieved by the system using the chosen 
features outperforms the accuracy using only the 
features in[29] as shown in figure 8. 

 

Figure 7: Accuracy Results Compared With Hend. Et. 
Al.[29] 
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Figure 8: Accuracy Comparison With Hend. Et. Al.[29] 
 

Another comparison was held between the 
performance of the proposed system and 
TweetCred[1] over the same data set. a data set of 
320 piece of news were evaluated using TweetCred 
browser plug-in and were fed into our classification 
module. Credibility assessment obtained from the 
two systems were recorded and accuracy was 
calculated. Accuracy of the systems is shown in 
figure 9. 

Results show that the accuracy of the proposed 
system is 89.9% where TweetCred only achieves 
51.4%. This significant difference is due to the fact 
that TweetCred does not target news, it's a general 
purpose credibility assessment tool that collects 
features in real time. the issue is that the used 
features are not applicable to news (i.e. presence of 
stock symbol,  presence of happy smiley,  presence 
of sad smiley, presence  of  swear  words,   
presence  of  negative  emotion words, presence of 
positive emotion words, presence of pronouns, 
mention of self words in tweet (i; my; mine)). 
These set of features cannot be found in news as 
even in fake news, formal language is always used. 

 

 
Figure 9. Accuracy Comparison With Tweetcred[1] 

6. CONCULSION AND FUTURE WORK 

User generated content platforms such as Twitter 
enable users to author and publish their own 
generated content without prior expertise. These 
platforms are rich environments for incorrect, fake 
information and rumors. Credibility analysis is a 
necessity in today's social media platforms as they 
turned to a vital broadcasting source of information 
and news. In this paper, we presented a credibility 
assessment model for Arabic news credibility 
assessment on Twitter. Different set of features 
were used to assess credibility at content, post and 
source- level. The polarity of users' comments was 
added to the chosen features as a significant 
indicator for credibility assessment. The evaluation 
in comparison with other works in the literature 
shows higher accuracy of the proposed system.  
results showed that the proposed system 
outperforms two of the systems in the literature. 
However more experiments need to be conducted 
with larger data-set and the effect of 
adding/removing features need to be evaluated for 
more accurate performance. 
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