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ABSTRACT 
 

We have already studied a data mining field and a natural language processing field for many years. There 
are many significant relationships between the data mining and the natural language processing. Sentiment 
classification Has HAd many crucial contributions to many different fields in everyday life, such as in 
political Activities, commodity production, and commercial Activities. A new model using a Gower-2 
Coefficient (HA) and a Genetic Algorithm (GA) with a fitness function (FF) which is a Fitness-
proportionate Selection (FPS) has been proposed for the sentiment classification. This can be applied to a 
big data. The GA can process many bit arrays. Thus, it saves a lot of storage spaces. We do not need lots of 
storage spaces to store a big data. Firstly, we create many sentiment lexicons of our basis English sentiment 
dictionary (bESD) by using the HA through a Google search engine with AND operator and OR operator. 
Next, According to the sentiment lexicons of the bESD, we encode 7,000,000 sentences of our training data 
set including the 3,500,000 negative and the 3,500,000 positive in English successfully into the bit arrays in 
a small storage space. We also encrypt all sentences of 8,000,000 documents of our testing data set 
comprising the 4,000,000 positive and the 4,000,000 negative in English successfully into the bit arrays in 
the small storage space. We use the GA with the FPS to cluster one bit array (corresponding to one 
sentence) of one document of the testing data set into either the bit arrays of the negative sentences or the 
bit arrays of the positive sentences of the training data set. The sentiment classification of one document is 
based on the results of the sentiment classification of the sentences of this document of the testing data set. 
We tested the proposed model in both a sequential environment and a distributed network system. We 
achieved 88.12% accuracy of the testing data set. The execution time of the model in the parallel network 
environment is faster than the execution time of the model in the sequential system. The results of this work 
can be widely used in applications and research of the English sentiment classification. 

Keywords: English Sentiment Classification; Distributed System; Gower-2 Similarity Coefficient; 
Cloudera; Hadoop Map And Hadoop Reduce; Genetic Algorithm; Fitness-Proportionate 
Selection 

 
1. INTRODUCTION  
 

Many machine-learning methods or methods 
based on lexicons; or a combination of both Have 
been studied for sentiment classification for many 
years. Sentiment analysis Has a wide range of 
applications in the fields of business, organizations, 
governments and individuals. 

About many clustering technologies of a data 
mining field, a set of objects is processed into 
classes of similar objects, call clustering data. A set 

of data objects are similar to each other, called one 
cluster and the data objects are not similar to 
objects in other clusters. A number of data clusters 
can be clustered, which can be identified following 
experience or can be automatically identified as part 
of clustering method. 

A genetic algorithm (GA) is a technology of the 
data mining which is a metaheuristic inspired by the 
process of natural selection the belongs to the larger 
class of evolutionary algorithms (EA). The GA is 
commonly used to generate high-quality solutions 
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to optimization and search problems by relying on 
bio-inspired operators such as mutation, crossover 
and selection 

The genetic algorithm differs from a classical, 
derivative-based, optimization algorithm in two 
main ways, as summarized as follows: (1) Genetic 
Algorithm : (a) Generates a population of points at 
each iteration. The best point in the population 
approaches an optimal solution. (b) Selects the next 
population by computation which uses random 
number generators. (2) Classical Algorithm : (a) 
Generates a single point at each iteration. The 
sequence of points approaches an optimal solution. 
(b) Selects the next point in the sequence by a 
deterministic computation. 

With the purpose of this survey, we always try to 
find a new approach to reform the Accuracy of the 
sentiment classification results and to shorten the 
execution time of the proposed model with a low 
cost. We also try to find a new approach to save a 
lot of storage spaces of many big data sets and the 
results of the sentiment classification. 

The motivation of this new model is as follows: 
Many algorithms in the data mining field can be 
applied to natural language processing, specifically 
semantic classification for processing millions of 
English documents. A Gower-2 similarity measure 
(HA) and a genetic algorithm (GA) of the clustering 
technologies of the data mining filed can be applied 
to the sentiment classification in both a sequential 
environment and a parallel network system. This 
will result in many discoveries in scientific 
research, hence the motivation for this study. 

The novelty of the proposed approach is as 
follows: the Gower-2 similarity measure (HA) and 
the GA are applied to sentiment analysis. This can 
also be applied to identify the emotions of millions 
of documents. This survey can be applied to other 
parallel network systems. Hadoop Map (M) and 
Hadoop Reduce (R) are used in the proposed 
model. Therefore, we will study this model in more 
detail. 

To get higher Accuracy of the results of the 
sentiment classification, to shorten execution times 
of the sentiment classification and to save lots of 
storage spaces, we use the GA with a fitness 
function (FF) which is a Fitness-proportionate 
Selection (FPS) because as known, the GA 
processes many bit arrays and the bit arrays always 
take many small spaces to be run and saved. 
Unsurprisingly, a storage space of the bit arrays of 
the training data set is much less than a storage 
space of all the sentences of the training data set. 

The HA is used to identify many sentiment values 
and polarities of many sentiment lexicons of our 
basis English sentiment dictionary (bESD) through 
a Google search engine with AND operator and OR 
operator.  

We perform the proposed model as follows: 
Firstly, the valences and the polarities of the 
sentiment lexicons of the bESD are identified by 
using the HA through the Google search engine 
with AND operator and OR operator. We label all  
the sentiment lexicons of the bESD by using many 
binary bits. Therefore, each term (meaningful word 
or meaningful phrase) in the sentiment lexicons are 
shown by one bit array. This bit array provides the 
information of this term about a content of this term 
(example as “good”, “bad”, “very”, etc.), a valence 
of the term. Next, we encrypt all the sentences of 
the training data set to the bit arrays which are 
stored in a small storage space. All the positive 
sentences of the training data set are encoded to the 
positive bit arrays, called the positive bit array 
group. All the negative sentences of the training 
data set are encrypted to the negative bit arrays, 
called the negative bit array group. All the 
sentences of one document of the testing data set 
are encoded to the bit arrays of this document. We 
use the GA with FPS to cluster one bit array 
(corresponding to one sentence) of one document of 
the testing data set into either the positive bit array 
or the negative bit array of the training data set. 
This document is clustered into the positive polarity 
if the number of the bit arrays (corresponding to the 
sentences) clustered into the positive is greater than 
the number of the bit arrays (corresponding to the 
sentences) clustered into the negative in the 
document. This document is clustered into the 
negative polarity if the number of the bit arrays 
(corresponding to the sentences) clustered into the 
positive is less than the number of the bit arrays 
(corresponding to the sentences) clustered into the 
negative in the document. This document is 
clustered into the neutral polarity if the number of 
the bit arrays (corresponding to the sentences) 
clustered into the positive is as equal as the number 
of the bit arrays (corresponding to the sentences) 
clustered into the negative in the document. Finally, 
the sentiment classification of all the documents of 
the testing data set is implemented completely. 

All the above things are firstly implemented in a 
sequential environment to get an accuracy and an 
execution time of the proposed model. Then, all the 
above things are performed in a parallel network 
system to get the Accuracy and the execution times 
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of our proposed model with a purpose which is to 
shorten the execution times of the model. 

Many significant contributions of our new model 
can be applied to many areas of research as well as 
commercial applications as follows: 

1)Many surveys and commercial applications can 
use the results of this work in a significant way. 

3)The algorithms are built in the proposed model. 

4)This survey can certainly be applied to other 
languages easily. 

5)The results of this study can significantly be 
applied to the types of other words in English. 

6)Many crucial contributions are listed in the 
Future Work section. 

7)The algorithm of data mining is applicable to 
semantic analysis of natural language processing. 

8)This study also proves the different fields of 
scientific research can be related in many ways.  

9)Millions of English documents are successfully 
processed for emotional analysis. 

10)The semantic classification is implemented in 
the parallel network environment. 

11)The principles are proposed in the research. 

12)The Cloudera distributed environment is used 
in this study. 

13)The proposed work can be applied to other 
distributed systems. 

14)This survey uses Hadoop Map (M) and 
Hadoop Reduce (R). 

15)Our proposed model can be applied to many 
different parallel network environments such as a 
Cloudera system 

16)This study can be applied to many different 
distributed functions such as Hadoop Map (M) and 
Hadoop Reduce (R). 

17)The GA – related algorithms are built in this 
survey. 

18)The HA – related algorithms are proposed in 
this paper. 

This study contains 6 sections. Section 1 
introduces the study; Section 2 discusses the related 
works about the genetic algorithm (GA), Fitness-
proportionate Selection (FPS), Gower-2 similarity 
measure (HA), etc.; Section 3 is about the English 
data set; Section 4 represents the methodology of 

our proposed model; Section 5 represents the 
experiment. Section 6 provides the conclusion. The 
References section comprises all the reference 
documents; all tables are shown in the Appendices 
section. 

2. RELATED WORK 
 

We summarize many researches which are 
related to our research. By far, we know the PMI 
(Pointwise Mutual Information) equation and SO 
(Sentiment Orientation) equation are used for 
determining polarity of one word (or one phrase), 
and strength of sentiment orientation of this word 
(or this phrase). Jaccard measure (JM) is also used 
for calculating polarity of one word and the 
equations from this Jaccard measure are also used 
for calculating strength of sentiment orientation this 
word in other research. PMI, Jaccard, Cosine, 
Ochiai, Tanimoto, and Sorensen measure are the 
similarity measure between two words; from those, 
we prove the GOWER-2 coefficient (HA) is also 
used for identifying valence and polarity of one 
English word (or one English phrase). Finally, we 
identify the sentimental values of English verb 
phrases based on the basis English semantic 
lexicons of the basis English emotional dictionary 
(bESD). 

There are the works related to PMI measure in 
[1-13]. In the research [1], the authors generate 
several Norwegian sentiment lexicons by exta 
sentiment information from two different types of 
Norwegian text corpus, namely, news corpus and 
discussion forums. The methodology is based on 
the Point wise Mutual Information (PMI). The 
authors introduce a modification of the PMI the 
considers small "blocks" of the text instead of the 
text as a whole. The study in [2] introduces a simple 
algorithm for unsupervised learning of semantic 
orientation from extremely large corpora, etc. 

Two studies related to the PMI measure and 
Jaccard measure are in [14, 15]. In the survey [14], 
the authors empirically evaluate the performance of 
different corpora in sentiment similarity 
measurement, which is the fundamental task for 
word polarity classification. The research in [15] 
proposes a new method to estimate impression of 
short sentences considering adjectives. In the 
proposed system, first, an input sentence is 
analyzed and preprocessed to obtain keywords. 
Next, adjectives are taken out from the data which 
is queried from Google N-gram corpus using 
keywords-based templates. 
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The works related to the Jaccard measure are in 
[16-22]. The survey in [16] investigates the problem 
of sentiment analysis of the online review. In the 
study [17], the authors are addressing the issue of 
spreading public concern about epidemics. Public 
concern about a communicable disease can be seen 
as a problem of its own, etc. 

The surveys related the similarity coefficients to 
calculate the valences of words are in [28-32]. 

The English dictionaries are [33-38] and there are 
more than 55,000 English words (including English 
nouns, English adjectives, English verbs, etc.) from 
them. 

There are the works related to the GOWER-2 
coefficient (HA) in [39-44]. The authors in [39] 
collected 76 binary similarity and distance measures 
used over the last century and reveal their 
correlations through the hierarchical clustering 
technique. In [40], the kernel method converts 
information – perhaps complex or high-dimensional 
information – for a pair of subjects to a quantitative 
value representing either similarity or dissimilarity, 
with the requirement that it must create a positive 
semidefinite matrix when applied to all pairs of 
subjects. This approach provides enormous 
opportunities to enhance genetic analyses by 
including a wide range of publically-available data 
as structured kernel ‘prior’ information. Kernel 
methods are appealing for their generality, yet this 
generality can make it challenging to formulate 
measures of similarity that directly address a 
specific scientific aim, or that are most powerful to 
detect a specific genetic mechanism, etc. 

The surveys related to the genetic algorithm 
(GA) in [45-49]. The survey in [45] sets out to 
explain wHAt genetic algorithms are and how they 
can be used to solve real-world problems. In  the 
study [46], Differential Evolution  (DE) can  be  
efficiently  used  to  detect  the  changes  in  the  
ECG using optimized features from  the  ECG  
beats.  For  the  detection  of  normal  and  BBB  
beats,  these  DE  feature  values  are  given  as the 
input for the LMNN classifier, etc. 

There are the researches related to the Fitness-
proportionate Selection (FPS) in [50-54]. The 
authors in [50] report the results of a combined 
computational and experimental approach in which 
simple electromechanical systems are evolved 
through simulations from basic building blocks 
(bars, actuators and artificial neurons); the 'fittest' 
machines (defined by their locomotive ability) are 
then fabricated robotically using rapid 

manufacturing technology. In the survey [51] an 
extensive, quantitative comparison is presented, etc. 

The latest researches of the sentiment 
classification are [55-65]. In the research [55], the 
authors present their machine learning experiments 
with regard to sentiment analysis in blog, review 
and forum texts found on the World Wide Web and 
written in English, Dutch and French. The survey in 
[56] discusses an approach where an exposed 
stream of tweets from the Twitter micro blogging 
site are preprocessed and classified based on their 
sentiments. In sentiment classification system the 
concept of opinion subjectivity has been accounted. 
In the study, the authors present opinion detection 
and organization subsystem, which have already 
been integrated into our larger question-answering 
system, etc. 

The surveys related to the binary code of letters 
in English are shown in [66-71]. The researches in 
[66-71] show all the binary codes of all the letters in 
English completely. 

There are the researches related to transferring a 
decimal to a binary code in [72-77]. The surveys in 
[72-77] show how to transfer one decimal to one 
binary code. 

3. DATA SET 
 
We built the testing data set including 8,000,000 
documents in the movie field, which contains 
4,000,000 positive and 4,000,000 negative in 
English in Figure 1. All the documents in our 
testing data set are automatically extracted from 
English Facebook, English websites and social 
networks; then we labeled positive and negative for 
them. 

 
Figure 1: Our English testing data set. 

 
In Figure 2 below, we built the training data set 
comprising 7,000,000 sentences in the movie field, 
which containing the 3,500,000 positive and the 
3,500,000 negative in English. All the sentences in 
our training data set are automatically extracted 
from English Facebook, English websites and 
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social networks; then we labeled positive and 
negative for them. 

 
Figure 2: Our English training data set. 

 

4.  METHODOLOGY 
 
There are two parts in this section as follows: The 
first part is the sub-section (4.1) which we create 
the sentiment lexicons in English in both a 
sequential environment and a distributed system. 
The second part is the sub-section (4.2) which we 
use the Gower-2 Coefficient (HA) and the Genetic 
Algorithm (GA) with the Fitness-proportionate 
Selection (FPS)  - the fitness function (FF) to 
cluster the documents of the testing data set into 
either the positive vector group or the negative 
vector group in both a sequential environment and a 
distributed system. 
The sub-section comprises three parts. The first 
sub-section of this section is the sub-section (4.1.1) 
which we identify a sentiment value of one word 
(or one phrase) in English. The second part of this 
section is the sub-section (4.1.2) which we create a 
basis English sentiment dictionary (bESD) in a 
sequential system. The third sub-section of this 
section is the sub-section (4.1.3) which we create a 
basis English sentiment dictionary (bESD) in a 
parallel environment. 
The section comprises two parts in the sub-section 
(4.2). The first part of this section is the sub-section 
(4.2.1) which we use the Gower-2 Coefficient (HA) 
and the Genetic Algorithm (GA) with the Fitness-
proportionate Selection (FPS)  - the fitness function 
(FF) to classify the documents of the testing data 
set into either the positive vector group or the 
negative vector group in a sequential environment. 
The second part of this section is the sub-section 
(4.2.2) which we use the Gower-2 Coefficient (HA) 
and the Genetic Algorithm (GA) with the Fitness-
proportionate Selection (FPS)  - the fitness function 
(FF) to cluster the documents of the testing data set 
into either the positive vector group or the negative 
vector group in a distributed system. 
 
 
 

4.1 The sentiment lexicons in English 
There are three parts in this section. The sub-
section (4.1.1) is the first sub-section of this section 
which we identify a sentiment value of one word 
(or one phrase) in English. The sub-section (4.1.2) 
is the second part of this section which we create a 
basis English sentiment dictionary (bESD) in a 
sequential system. The sub-section (4.1.3) is the 
third sub-section of this section which we create a 
basis English sentiment dictionary (bESD) in a 
parallel environment. 
 
4.1.1 A valence of one word (or one phrase) in 

English 
In this part, the valence and the polarity of one 
English word (or phrase) are calculated by using 
the HA through a Google search engine with AND 
operator and OR operator, as the following diagram 
in Figure 3 below shows. 

 
Figure 3:  Overview of identifying the valence and the 

polarity of one term in English using a GOWER-2 
coefficient (HA) 

 
The authors of the surveys in [1-15] use an equation 
about Pointwise Mutual Information (PMI) between 
two words wi and wj as follows: 

𝑃𝑀𝐼(𝑤𝑖, 𝑤𝑗) = 𝑙𝑜𝑔ଶ(
𝑃(𝑤𝑖, 𝑤𝑗)

𝑃(𝑤𝑖)𝑥𝑃(𝑤𝑗)
)         (1) 

and an equation about SO (sentiment orientation) of 
word wi as follow: 

𝑆𝑂 (𝑤𝑖) = 𝑃𝑀𝐼(𝑤𝑖, 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)
− 𝑃𝑀𝐼(𝑤𝑖, 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)       (2) 
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The authors of the works in [1-8] use the positive 
and the negative of eq. (2) in English as follows: 
positive = {good, nice, excellent, positive, 
fortunate, correct, superior} and negative = {bad, 
nasty, poor, negative, unfortunate, wrong, inferior}. 
The authors of the studies in [2, 3, 5] use the PMI 
equations with the AltaVista search engine and the 
authors of the researches in [4, 6, 8] use the PMI 
equations with the Google search engine. 
Besides, the authors of the study [4] also use 
German, the authors of the work [5] also use 
Macedonian, the authors of the survey [6] also use 
Arabic, the authors of the work [7] also use 
Chinese, and the authors of the research [8] also use 
Spanish. In addition, the Bing search engine is also 
used in [6]. 
The authors of the surveys [9-12] use the PMI 
equations in Chinese, not English, and Tibetan is 
also added in [9].  
About the search engine, the authors of the 
researches in [11, 12] use the AltaVista search 
engine, and the authors in [12] use three search 
engines, such as the Google search engine, the 
Yahoo search engine and the Baidu search engine. 
The survey [13] uses the PMI equations in Japanese 
with the Google search engine. The researches in 
[14, 15] also use the PMI equations and Jaccard 
equations with the Google search engine in English. 
The authors of the works in [14-22] use the 
equations about Jaccard between two words wi and 
wj as follows: 
 

𝐽𝑎𝑐𝑐𝑎𝑟𝑑(𝑤𝑖, 𝑤𝑗) = 𝐽(𝑤𝑖, 𝑤𝑗)

=  
|𝑤𝑖 ∩ 𝑤𝑗|

|𝑤𝑖 ∪   𝑤𝑗|
       (3) 

 

and other type of the Jaccard equation between two 
words wi and wj Has the equation 

Jaccard(wi, wj) = J(wi, wj) = sim(wi, wj)

=
F(wi, wj)

F(wi) + F(wj) − F(wi, wj)
          (4) 

 

and an equation about SO (sentiment orientation) of 
word wi as follows: 
 

SO(wi) =  Sim(wi, positive)

 

−   Sim(wi, positive)     (5)

 

 

 
The authors of the surveys in [14-21] use the 
positive and the negative of eq. (5) in English as 

follows: positive = {good, nice, excellent, positive, 
fortunate, correct, superior} and negative = {bad, 
nasty, poor, negative, unfortunate, wrong, inferior}. 
The studies in [14, 15, 17] use the Jaccard 
equations with the Google search engine in English. 
The surveys in [16, 21] use the Jaccard equations in 
English. The authors in [20, 22] use the Jaccard 
equations in Chinese. The authors in [18] use the 
Jaccard equations in Arabic. The Jaccard equations 
with the Chinese search engine in Chinese are used 
in [19]. 
The authors in [28] used the Ochiai Measure 
through the Google search engine with AND 
operator and OR operator to calculate the sentiment 
values of the words in Vietnamese. The authors in 
[29] used the Cosine Measure through the Google 
search engine with AND operator and OR operator 
to identify the sentiment scores of the words in 
English. The authors in [30] used the Sorensen 
Coefficient through the Google search engine with 
AND operator and OR operator to calculate the 
sentiment values of the words in English. The 
authors in [31] used the Jaccard Measure through 
the Google search engine with AND operator and 
OR operator to calculate the sentiment values of the 
words in Vietnamese. The authors in [32] used the 
Tanimoto Coefficient through the Google search 
engine with AND operator and OR operator to 
identify the sentiment scores of the words in 
English. 
According to the above proofs, we have the 
information as follows: PMI is used with AltaVista 
in English, Chinese, and Japanese with the Google 
in English; Jaccard is used with the Google in 
English, Chinese, and Vietnamese. The Ochiai is 
used with the Google in Vietnamese. The Cosine 
and Sorensen are used with the Google in English. 
PMI, Jaccard, Cosine, Ochiai, Sorensen, Tanimoto 
and GOWER-2 coefficient (HA) are the similarity 
measures between two words in [1-32], and they 
can perform the same functions and with the same 
chracteristics; so the HA is used in calculating the 
valence of the words. In addition, we prove the HA 
can be used in identifying the valence of the 
English word through the Google search with the 
AND operator and OR operator. 
We Have an equation about the GOWER-2 
coefficient (HA) in [39-44] as follows: 
 
GOWER − 2 Coefficient (a, b) = GOWER − 2 Measure(a, b) = HA(a, b)

=
(a ∩ b) ∗ (¬a ∩ ¬b)

[(a ∩ b) + (¬a ∩ b)] ∗ [(a ∩ b) + (a ∩ ¬b)] ∗ [(¬a ∩ b) +  (¬a ∩ ¬b)] ∗ [(a ∩ ¬b) +  (¬a ∩ ¬b)] 
  (6)  

with a and b are the vectors. 
 
Based on the eq. (1), (2), (3), (4), (5), (6), we 
propose many new equations of the HA to calculate 
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the valence and the polarity of the English words 
(or the English phrases) through the Google search 
engine as the following equations below. 
In eq. (6), when a has only one element, a is a 
word. When b has only one element, b is a word. In 
eq. (6), a is replaced by w1 and b is replaced by w2. 
 

GOWER − 2 Measure(w1, w2)

= GOWER
− 2 Coefficient(w1, w2) = 

HA (w1, w2) =
P(w1, w2) ∗ P(¬w1, ¬w2)

A
  (7) 

 
with  
A = [P(w1, w2) + P(¬w1, w2)]

∗ [P(w1, w2) + P(w1, ¬w2)]

∗ [ P(¬w1, w2)

+ P(¬w1, ¬w2)]

∗ [P(w1, ¬w2)

+ P(¬w1, ¬w2) ]  
 
Eq. (7) is similar to eq. (1). In eq. (2), eq. (1) is 
replaced by eq. (7). We have eq. (8) 
  

Valence(w) = SO_HA(w)
= HA(w, positive_query)  
−  HA(w, negative_query)                    (8) 

 
In eq. (7), w1 is replaced by w and w2 is replaced 
by position_query. We have eq. (9). Eq. (9) is as 
follows: 

 
HA(w, positive_query)

=
P(w, positive_query) ∗ P(¬w, ¬positive_query)

A9
   (9) 

 
with  
A9 = [P(w, positive_query)

+ P(¬w, positive_query)]
∗ [P(w, positive_query)

+ P(w, ¬positive_query)]

∗ [ P(¬w, positive_query)

+ P(¬w, ¬positive_query)]

∗ [P(w, ¬positive_query)

+ P(¬w, ¬positive_query) ]  
 
In eq. (7), w1 is replaced by w and w2 is replaced 
by negative_query. We have eq. (10). Eq. (10) is as 
follows: 
 
HA(w, negative_query)

=
P(w, negative_query) ∗ P(¬w, ¬negative_query)

A10
 (10) 

with  
A10 = [P(w, negative_query)

+ P(¬w, negative_query)]
∗ [P(w, negative_query)

+ P(w, ¬negative_query)]

∗ [ P(¬w, negative_query)

+ P(¬w, ¬negative_query)]

∗ [P(w, ¬negative_query)

+ P(¬w, ¬negative_query) ]  
 
We have the information about w, w1, w2, and etc. 
as follows: 
1)w, w1, w2 : are the English words (or the English 
phrases) 
2)P(w1, w2): number of returned results in Google 
search by keyword (w1 and w2). We use the 
Google Search API to get the number of returned 
results in search online Google by keyword (w1 
and w2). 
3)P(w1): number of returned results in Google 
search by keyword w1. We use the Google Search 
API to get the number of returned results in search 
online Google by keyword w1. 
4)P(w2): number of returned results in Google 
search by keyword w2. We use the Google Search 
API to get the number of returned results in search 
online Google by keyword w2. 
5)Valence(W) = SO_HA(w): valence of English 
word (or English phrase) w; is SO of word (or 
phrase) by using the GOWER-2 coefficient (HA) 
6)positive_query: { creative or good or positive or 
beautiful or strong or nice or excellent or fortunate 
or correct or superior } with the positive query is 
the a group of the positive English words. 
7)negative_query: { passive or bad or negative or 
ugly or week or nasty or poor or unfortunate or 
wrong or inferior } with the negative_query is the a 
group of the negative English words. 
8)P(w, positive_query): number of returned results 
in Google search by keyword (positive_query and 
w). We use the Google Search API to get the 
number of returned results in search online Google 
by keyword (positive_query and w) 
9)P(w, negative_query): number of returned results 
in Google search by keyword (negative_query and 
w). We use the Google Search API to get the 
number of returned results in search online Google 
by keyword (negative_query and w) 
10)P(w): number of returned results in Google 
search by keyword w. We use the Google Search 
API to get the number of returned results in search 
online Google by keyword w 
11)P(¬w,positive_query): number of returned 
results in Google search by keyword ((not w) and 
positive_query). We use the Google Search API to 
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get the number of returned results in search online 
Google by keyword ((not w) and positive_query). 
12)P(w, ¬positive_query): number of returned 
results in the Google search by keyword (w and ( 
not (positive_query))). We use the Google Search 
API to get the number of returned results in search 
online Google by keyword (w and [not 
(positive_query)]). 
13)P(¬w, ¬positive_query): number of returned 
results in the Google search by keyword (w and ( 
not (positive_query))). We use the Google Search 
API to get the number of returned results in search 
online Google by keyword ((not w) and [not 
(positive_query)]). 
14)P(¬w,negative_query): number of returned 
results in Google search by keyword ((not w) and 
negative_query). We use the Google Search API to 
get the number of returned results in search online 
Google by keyword ((not w) and negative_query). 
15)P(w,¬negative_query): number of returned 
results in the Google search by keyword (w and 
(not ( negative_query))). We use the Google Search 
API to get the number of returned results in search 
online Google by keyword (w and (not 
(negative_query))). 
16)P(¬w,¬negative_query): number of returned 
results in the Google search by keyword (w and 
(not ( negative_query))). We use the Google Search 
API to get the number of returned results in search 
online Google by keyword ((not w) and (not 
(negative_query))). 
According to Cosine, Ochiai, Sorensen, Tanimoto, 
PMI and Jaccard about calculating the valence 
(score) of the word, we identify the valence (score) 
of the English word w based on both the proximity 
of positive_query with w and the remote of 
positive_query with w; and the proximity of 
negative_query with w and the remote of 
negative_query with w. 
If HA (w, positive_query) is as equal as 1, the 
English word w is the nearest of positive_query. 
If HA(w, positive_query) is as equal as 0, the 
English word w is the farthest of positive_query. 
If HA(w, positive_query) > 0 and HA(w, 
positive_query) ≤ 1, the English word w belongs to 
positive_query being the positive group of the 
English words. 
If HA(w, negative_query) is as equal as 1, the 
English word w is the nearest of negative_query. 
If HA(w, negative_query) is as equal as 0, the 
English word w is the farthest of negative_query. 
If HA(w, negative_query) > 0 and HA(w, 
negative_query) ≤ 1, the English word w belongs to 
negative_query being the negative group of the 
English words. 

So, the valence of the English word w is the value 
of HA(w, positive_query) substracting the value of 
HA(w, negative_query) and the eq. (8) is the 
equation of identifying the valence of the English 
word w. 
We have the information about HA as follows: 
1)HA(w, positive_query) ≥ 0 and HA(w, 
positive_query) ≤ 1. 
2)HA(w, negative_query)  ≥ 0 and HA (w, 
negative_query) ≤ 1 
3)If HA (w, positive_query) = 0 and HA (w, 
negative_query) = 0 then SO_HA (w) = 0.  
4)If HA (w, positive_query) = 1 and HA (w, 
negative_query) = 0 then SO_HA (w) = 0.  
5)If HA (w, positive_query) = 0 and HA (w, 
negative_query) = 1 then SO_HA (w) = -1.  
6)If HA (w, positive_query) = 1 and HA (w, 
negative_query) = 1 then SO_HA(w) = 0.  
So, SO_HA (w) ≥ -1 and SO_HA (w) ≤ 1. 
If SO_HA (w) > 0, the polarity of the English word 
w is positive polarity. If SO_HA (w) < 0, the 
polarity of the English word w is negative polarity. 
If SO_HA (w) = 0, the polarity of the English word 
w is neutral polarity. In addition, the semantic value 
of the English word w is SO_HA (w). 
We calculate the valence and the polarity of the 
English word or phrase w using a training corpus of 
approximately one hundred billion English words 
— the subset of the English Web the is indexed by 
the Google search engine on the internet. AltaVista 
was chosen because it Has a NEAR operator.  
The AltaVista NEAR operator limits the search to 
documents the contain the words within ten words 
of one another, in either order.  
We use the Google search engine which does not 
Have a NEAR operator; but the Google search 
engine can use the AND operator and the OR 
operator.  
The result of calculating the valence w (English 
word) is similar to the result of calculating valence 
w by using AltaVista. However, AltaVista is no 
longer. 
In summary, by using eq. (8), eq. (9), and eq. (10), 
we identify the valence and the polarity of one 
word (or one phrase) in English by using the HA 
through the Google search engine with AND 
operator and OR operator. 
We show the comparisons of advantages of the 
results of our new model with the researches in the 
tables as follows: Table 1, Table 2, Table 3, and 
Table 4. 
In Table 1 and Table 2 below of the Appendices 
section, we compare our model’s results with the 
surveys in [1- 22].   
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In Table 3 and Table 4 below, we compare our 
model’s results with the researches related to the 
GOWER-2 coefficient (HA) in [39,40]. 
 
4.1.2 A basis English sentiment dictionary 

(bESD) in a sequential environment 
In this part, the valences and the polarities of the 
English words or phrases for our basis English 
sentiment dictionary (bESD) are calculated by 
using the HA in a sequential system from at least 
55,000 English terms, including nouns, verbs, 
adjectives, etc. according to [33-38], as the 
following diagram in Figure 4 below shows. 

Figure 4:  Overview of creating a basis English sentiment 
dictionary (bESD) in a sequential environment 

 
The algorithm 1 is proposed to perform this section. 
The algorithm 1 has the main ideas as follows: 
 Input: the 55,000 English terms; the Google 
search engine 
 Output: a basis English sentiment dictionary 
(bESD) 
 Step 1: Each term in the 55,000 terms, do 
repeat: 
 Step 2: By using eq. (8), eq. (9), and eq. (10) of 
the calculating a valence of one word (or one 
phrase) in English in the section (4.1.1), the 
sentiment score and the polarity of this term are 
identified. The valence and the polarity are 
calculated by using the HA through the Google 
search engine with AND operator and OR operator. 
 Step 3: Add this term into the basis English 
sentiment dictionary (bESD); 
 Step 4: End Repeat – End Step 1; 
 Step 5: Return bESD; 
We store more 55,000 English words (or English 
phrases) of our basis English sentiment dictionary 
(bESD) in Microsoft SQL Server 2008 R2. 
 

4.1.3 A basis English sentiment dictionary 
(bESD) in a distributed system 

In this part, the valences and the polarities of the 
English words or phrases for our basis English 
sentiment dictionary (bESD) are identified by using 
the HA in a parallel network environment from at 
least 55,000 English terms, including nouns, verbs, 
adjectives, etc. based on [33-38], as the following 
diagram in Figure 5 below shows. 

 
Figure 5:  Overview of creating a basis English sentiment 

dictionary (bESD) in a distributed environment 
 

This section in Figure 5 comprises two phases as 
follows: the Hadoop Map (M) phase and the 
Hadoop Reduce (R) phase. The input of the Hadoop 
Map phase is the 55,000 terms in English in [33-
38]. The output of the Hadoop Map phase is one 
term which the sentiment score and the polarity are 
identified. The output of the Hadoop Map phase is 
the input of the Hadoop Reduce phase. Thus, the 
input of the Hadoop Reduce phase is one term 
which the sentiment score and the polarity are 
identified. The output of the Hadoop Reduce phase 
is the basis English sentiment dictionary (bESD). 
The algorithm 2 is built to implement the Hadoop 
Map phase of creating a basis English sentiment 
dictionary (bESD) in a distributed environment. 
The algorithm 2 Has its main ideas as follows: 
 Input: the 55,000 English terms; the Google 
search engine 
 Output: one term which the sentiment score 
and the polarity are identified. 
 Step 1: Each term in the 55,000 terms, do 
repeat: 
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 Step 2:  By using eq. (8), eq. (9), and eq. (10) 
of the calculating a valence of one word (or one 
phrase) in English in the section (4.1.1), the 
sentiment score and the polarity of this term are 
identified. The valence and the polarity are 
calculated by using the HA through the Google 
search engine with AND operator and OR operator. 
 Step 3: Return this term; 
The algorithm 3 is proposed to perform the Hadoop 
Reduce phase of creating a basis English sentiment 
dictionary (bESD) in a distributed environment. 
The algorithm 3 comprises the main ideas as 
follows: 
 Input: one term which the sentiment score and 
the polarity are identified – The output of the 
Hadoop Map phase. 
 Output: a basis English sentiment dictionary 
(bESD) 
 Step 1: Receive this term; 
 Step 2: Add this term into the basis English 
sentiment dictionary (bESD); 
 Step 3: Return bESD; 
At least 55,000 English words (or English phrases) 
of our basis English sentiment dictionary (bESD) 
are stored in Microsoft SQL Server 2008 R2. 
 
4.2 Implementing the Gower-2 Coefficient (HA) 

and the Genetic Algorithm (GA) with the 
Fitness-proportionate Selection (FPS) - the 
fitness function (FF) in both a sequential 
environment and a distributed network 
system 

In Figure 6, this section (4.2) comprises two parts. 
The fist part of this section is the sub-section (4.2.1) 
which we use the Gower-2 Coefficient (HA) and 
the Genetic Algorithm (GA) with the Fitness-
proportionate Selection (FPS)  - the fitness function 
(FF) to classify the documents of the testing data 
set into either the positive vector group or the 
negative vector group in a sequential environment. 
The second part of this section is the sub-section 
(4.2.2) which we use the Gower-2 Coefficient (HA) 
and the Genetic Algorithm (GA) with the Fitness-
proportionate Selection (FPS)  - the fitness function 
(FF) to cluster the documents of the testing data set 
into either the positive vector group or the negative 
vector group in a distributed system. 

Figure 6:  Overview of implementing the Gower-2 
Coefficient (HA) and the Genetic Algorithm (GA) with 
the Fitness-proportionate Selection (FPS)  - the fitness 
function (FF) in both a sequential environment and a 

distributed network system 
 
4.2.1 Performing the Gower-2 Coefficient (HA) 

and the Genetic Algorithm (GA) with the 
Fitness-proportionate Selection (FPS) - the 
fitness function (FF) in a sequential 
environment 

In Figure 7, The genetic algorithm (GA) is used 
with the Fitness-proportionate Selection (FPS)  - 
the fitness function (FF) to cluster the documents of 
the testing data set into either the positive polarity 
or the negative polarity in the sequential 
environment. In this section, we perform the 
proposed model in the sequential system as follows: 
Firstly, we build the sentiment lexicons of the 
bESD based on a basis English sentiment dictionary 
(bESD) in a sequential environment (4.1.2). We 
encrypt the sentiment lexicons of the bESD to the 
bit arrays and each bit array in the bit arrays 
presents each term in the sentiment lexicons with 
the information as follows: a content of this term, a 
sentiment score of this term. This is called the bit 
arrays of the bESD which are stored in a small 
storage space. Then, we encode all the sentences of 
the training data set to the bit arrays based on the 
bit arrays of the sentiment lexicons of the bESD. A 
positive bit array group of the training data set 
which we encrypt all the positive sentences of the 
training data set to the positive bit arrays according 
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to the bit arrays of the sentiment lexicons of the 
bESD. A negative bit array group of the training 
data set which we encode all the negative sentences 
of the training data set to the negative bit arrays 
according to the bit arrays of the sentiment lexicons 
of the bESD. Each document in the documents of 
the testing data set is separated to the sentences. 
Each sentence in the sentences of one document of 
the testing data set is encrypted to one bit array 
(corresponding to one sentence) of the document. 
Next, one bit array of the document is clustered into 
either the positive bit array group or the negative bit 
array group of the training data set by using the GA 
with the FPS. Then, all the bit arrays 
(corresponding to all the sentences) of the 
document of the testing data set are clustered into 
either the positive array group or the negative bit 
array group of the training data set using the GA 
with the FPS. Based on the results of the sentiment 
classification of the bit arrays of the document, the 
sentiment classification of this document is 
identified completely. If the number of the bit 
arrays clustered into the positive polarity is greater 
than the number of the bit arrays clustered into the 
negative polarity in the document, this document is 
clustered into the positive. If the number of the bit 
arrays clustered into the positive polarity is less 
than the number of the bit arrays clustered into the 
negative polarity in the document, this document is 
clustered into the negative. If the number of the bit 
arrays clustered into the positive polarity is as equal 
as the number of the bit arrays clustered into the 
negative polarity in the document, this document is 
clustered into the neutral. It means this document 
does not belong to both the positive polarity and the 
negative polarity. Finally, the sentiment 
classification of the documents of the testing data 
set is identified successfully. 

Figure 7:  Overview of performing the Gower-2 
Coefficient (HA) and the Genetic Algorithm (GA) with 
the Fitness-proportionate Selection (FPS)  - the fitness 

function (FF) in a sequential environment 
 
Firstly, we build the sentiment lexicons of the 
bESD based on a basis English sentiment dictionary 
(bESD) in a sequential environment (4.1.2).  
We encrypt the sentiment lexicons of the bESD to 
the bit arrays and each bit array in the bit arrays 
presents each term in the sentiment lexicons with 
the information as follows: a content of this term, a 
sentiment score of this term. This is called the bit 
arrays of the bESD which are stored in a small 
storage space.  
We assume the sentiment lexicons of the bESD are 
stored in the table as follows: 
 

Ordering 
number 

Lexicons Valence 

1 Good +1 
2 Very good +2 
3 Bad -1 
4 Very bad -2 
5 Terrible -1.2 
6 Very terrible -2.3 

… … … 
55,000 … … 

… … … 
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According to the sentiment lexicons of the bESD, 
we see the valences of the sentiment lexicons are 
from -10 to +10. Thus, a natural part of one valence 
is presented by the 4 binary bits and we also use the 
4 binary bits of a surplus part of this valence. So, 
the 8 binary bits are used for presenting one valence 
of one sentiment lexicons in a binary code. 
Based on the English dictionaries [33-38], the 
longest word in English has 189,819 letters. 
According to the binary code of letters in English in 
[66-71], we see the 7 binary bits are used in encode 
one letter in all the letters in English. Therefore, we 
need 189,819 (letters) x 7 (bits) = 1,328,733 (bits) 
to present one word in English. 
So, we need (1,328,733 bits of the content + 8 bits 
of the valence) = 1,328,741 bits to show fully one 
sentiment lexicon of the bESD in Figure 8 as 
follows: 

 
Figure 8:  Overview of presenting one sentiment lexicon 

of the bESD in a binary code  
 
We transfer the valence of one sentiment lexicon of 
the bESD to a binary code based on the transferring 
a decimal to a binary code in [72-77]. 
We build the algorithm 4 to encrypt one sentiment 
lexicon (comprising the content and the valence) to 
a binary array in the sequential environment. The 
main ideas of the algorithm 4 are as follows: 
 Input: one sentiment lexicon of the bESD 
 Output: a bit array 
 Step 1: Split this term into the letters. 
 Step 2: Set ABitArray := null; 
 Step 3: Set Valence := Get a valence of this 
term based on the bESD; 
 Step 4: Each letter in the letters, do repeat: 
 Step 5: Based on the binary code of letters in 
English in [66-71], we get a bit array of this letter; 
 Step 6: Add the bit array of this letter into 
ABitArray; 
 Step 7: End Repeat – End Step 3; 
 Step 8:  Based on on the transferring a decimal 
to a binary code in [72-77], we transfer the valence 
to a bit array; 
 Step 9: Add this bit array into ABitArray; 
 Step 10: Return ABitArray; 
We propose the algorithm 5 to encode one sentence 
in English to a binary array in the sequential 
system. The main ideas of the algorithm 5 are as 
follows: 

 Input: one sentence; 
 Output: a bit array; 
 Step 1: Set ABitArrayOfSentence := null; 
 Step 2: Split this sentence into the meaningful 
terms (meaningful word or meaningful phrase); 
 Step 3: Each term in the terms, do repeat: 
 Step 4: ABitArray := The algorithm 4 to 
encrypt one sentiment lexicon (comprising the 
content and the valence) to a binary array in the 
sequential environment with the input is this term; 
 Step 5: Add ABitArray into 
ABitArrayOfSentence; 
 Step 6: End Repeat – End Step 3; 
 Step 7: Return ABitArrayOfSentence; 
 
We encrypt all the positive sentences of the training 
data set to the positive bit arrays based on the bit 
arrays of the sentiment lexicons of the bESD in the 
algorithm 6, called the positive bit array group. The 
main ideas of the algorithm 6 are as follows: 
 Input: all the positive sentences of the training 
data set 
 Output:a positive bit array group; 
 Step 1: Set APositiveBitArrayGroup := null; 
 Step 2: Each sentence in the positive sentences, 
do repeat: 
 Step 3: ABitArray := the algorithm 5 to encode 
one sentence in English to a binary array in the 
sequential system with the input is this sentence; 
 Step 4: Add ABitArray into 
APositiveBitArrayGroup; 
 Step 5: End Repeat – End Step 2; 
 Step 6: Return APositiveBitArrayGroup; 
 
We encode all the negative sentences of the training 
data set to the negative bit arrays based on the bit 
arrays of the sentiment lexicons of the bESD in the 
algorithm 7, called the negative bit array group. 
The main ideas of the algorithm 7 are as follows: 
 Input: all the negative sentences of the training 
data set 
 Output:a negative bit array group; 
 Step 1: Set ANegativeBitArrayGroup := null; 
 Step 2: Each sentence in the positive sentences, 
do repeat: 
 Step 3: ABitArray := the algorithm 5 to encode 
one sentence in English to a binary array in the 
sequential system with the input is this sentence; 
 Step 4: Add ABitArray into 
ANegativeBitArrayGroup; 
 Step 5: End Repeat – End Step 2; 
 Step 6: Return ANegativeBitArrayGroup; 
 
We propose the algorithm 8 to transfer one 
document of the testing data set into the bit arrays 
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of the document in the sequential system. The main 
ideas of the algorithm 8 are as follows: 
 Input: one document of the testing data set  
 Output: the bit arrays of the document; 
 Step 1: Set TheBitArraysOfTheDocument := 
null; 
 Step 2: Split this document into the sentences; 
 Step 3: Each sentence in the sentences, do 
repeat: 
 Step 4: ABitArray := the algorithm 5 to encode 
one sentence in English to a binary array in the 
sequential system with the input is this sentence; 
 Step 5: Add ABitArray into 
TheBitArraysOfTheDocument; 
 Step 6: End Repeat- End Step 3; 
 Step 7: Return TheBitArraysOfTheDocument; 
 
We present the information about the GA briefly as 
follows:  
1)According to [45-49], we show the basic 
operations of the genetic algorithm, at the same 
time, also used for the GA in our sequential 
environment and our parallel network environment. 
The genetic algorithm (GA: Genetic Algorithms) 
and other evolutionary algorithms based on forming 
the notion the natural evolutionary process is 
reasonable, perfect. It stems from the evolved idea 
to survive and grow in the wild. GA is a problem-
solving method to mimic the behavior of humans in 
order to survive and develop. It helps to find the 
optimal solution and the best in terms of time and 
space allow. GA considers all solutions, by at least 
some solutions, then eliminates the irrelevant 
components and select the relevant components 
more adapted to create birth and evolution aimed at 
creating solutions which Have a new adaptive 
coefficient increasing. The adaptive coefficient is 
used as a gauge of the solution. The main steps of 
the GA: 
 Step 1: Select models to symbolize the 
solutions. The models can be sequence (string) of 
the binary number: 1 and 0, decimal and can be 
letters or mixture letters and numbers. 
 Step 2: Select the adaptive function (or the 
Fitness function) to use as a gauge of the solution. 
 Step 3: Continue the transformation form 
until achieving the best solution, or until the 
termination of the time. 
2)Genetic Operators and Genetic Operations 
Reproductive Operator 
Reproductive operator includes two processes: the 
reproduction process (allowing regeneration), the 
selection process (selection). 
 
 

Allowing Regeneration 
Allowing regeneration is the process which allows 
chromosomes to copy on the basis of the adaptive 
coefficient. The adaptive coefficient is a function 
which is assigned the real value, corresponding to 
each chromosome in the population.  
This process is described as follows: 

 Determine the adaptive coefficient of each 
chromosome in the population at 
generation t, tabulate cumulative adaptive 
values (in order assigned to each 
chromosome).  

 Suppose, the population Has n individuals. 
Call the adaptive coefficient of the 
corresponding chromosome is fi, 
cumulative total is fti which is defined by 

fti =  fi



ୀଵ

 

 Call Fn is the sum of the adaptive 
coefficient in all the population. Pick a 
random number f between 0 and Fn. Select 
the first instance correspond f ≥ ftk into 
new population.    
     

Selection Process (Selection) 
The selection process is the process of removing 
the poor adaptive chromosomes in the population. 
This process is described as follows:  

 Arrange population in order of descending 
degree of adaptation.  

 Remove the chromosome in the last of the 
sequence. Keep n in the best individuals. 
 

Crossover Operator (Crossover) 
Crossover is the process of creating the new 
chromosomes based on the father-mother 
chromosomes by grafting a segment on the father-
mother chromosomes together. The crossover 
operator is assigned with a probability pc. This 
process is described as follows: 

 Randomly select a pair of chromosomes 
(father-mother) in the population. 
Suppose, the father-mother chromosomes 
Have the same length m. 

 Create a random number in the range from 
1 to m-1 (called as cross coupling point). 
The cross coupling point divides the 
father-mother chromosomes into two sub-
strings which Have lengths m1, m2. The 
two new sub-strings created, is: m11 + 
m22 and m21 + m12. 

 Put the two new chromosomes into the 
population.  
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Example: 

 
 
Mutation Operator (Mutation) 
Mutation is a phenomenon which the child 
chromosomes carry some features, not in the 
genetic code of the father-mother chromosomes.  

 Choose a random chromosome in the 
population;  

 Create a random number k between 1 and 
m, 1 ≤ k ≤ m;  

 Change bit k. Put this chromosome in the 
population to participate in the evolution 
of the next generation. 

Example: 

 
 
Each pair of parents bears two children in one of 
the following two methods 
 Asexual Reproduction 
Each child is an exact copy of each father or each 
mother. 
Example:  

 
 Sexual Reproduction (crossover) 
Some bits are copied from the mother or a few bits 
are copied from the father. 
Example of the sexual reproduction intersecting 
half 
 

 
Example of the sexual reproduction intersecting 3 
bits 

 
 
In Figure 9, we show the diagram of the GA in the 
sequential environment as follows: 

Start

Get the parameters of the 
problem

Initialize the initial population

Calculate the Fitness values

stop 
condition

Select

Cross (crossover)

Mutate (mutation)

Select the best 
solution

End

 
Figure 9: The diagram of the GA in the sequential 

environment. 
 
We build the algorithm 9 to cluster one bit array 
(corresponding to one sentence) of the document 
into either the positive bit array group or the 
negative bit array group of the training data set by 
using the GA with the FPS in the sequential system. 
The main ideas of the algorithm 9 are as follows: 
 Input: one bit array (corresponding to one 
sentence) of the document; the positive bit array 
group and the negative bit array group the training 
data set; 
 Output: the sentiments (positive, negative, or 
neutral) 
 Step 1:  randomly initialize population(t) 
 Step 2: determine fitness of population(t) 
 Step 3: repeat 
 Step 4:        select parents from population(t) 
 Step 5:        perform crossover on parents 
creating population(t+1) 
 Step 6:        perform mutation of 
population(t+1) 
 Step 7:        determine fitness of 
population(t+1)  
 Step 8:    until best individual is good enough  
 Step 9: Return this bit array clustered into 
either the positive bit array group or the negative bit 
array group of the training data set. 
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Fitness is defined as an objective function, the 
quantifies, the optimality of a solution 
(chromosome) to the target problem. How to 
choose Fitness is dependent on the problem that we 
study. Choosing the different Fitness function will 
give the different results. In this survey, we use the 
Fitness-proportionate selection (FPS). 
According to the researches related to the Fitness-
proportionate Selection (FPS) in [50-54], Fitness-
proportionate selection is detailed. Fitness 
proportionate selection is a genetic operator used in 
genetic algorithms for selecting potentially useful 
solutions for recombination. In fitness 
proportionate selection, as in all selection methods, 
the fitness function assigns a fitness to possible 
solutions or chromosomes. This fitness level is used 
to associate a probability of selection with each 

individual chromosome. If  is the fitness of 
individual  in the population, its probability of 
being selected is 

, 

where is the number of individuals in the 

population. 

We propose the algorithm 10 to cluster one 
document of the testing data set into either the 
positive bit array group or the negative bit array 
group of the training data set using the GA with the 
FPS in the sequential environment. The main ideas 
of the algorithm 10 are as follows: 
 Input: one document of the testing data set; the 
positive bit array group and the negative bit array 
group of the training data set; 
 Output: the sentiments (positive, negative, or 
neutral) 
 Step 1: ABitArrayGroupOfOneDocument := 
the algorithm 8 to transfer one document of the 
testing data set into the bit arrays of the document 
in the sequential system with the input is this 
document; 
 Step 2: Set count_positive := 0 and 
count_negative := 0; 
 Step 3: Each bit array in  
ABitArrayGroupOfOneDocument, do repeat: 
 Step 4: OneResult := the algorithm 9 to cluster 
one bit array (corresponding to one sentence) of the 
document into either the positive bit array group or 
the negative bit array group of the training data set 
by using the GA with the FPS in the sequential 

system with the input is this bit array, the positive 
bit array group and the negative bit array group of 
the training data set; 
 Step 5: If OneResult is the positive Then 
count_positive := count_positive + 1; 
 Step 6: Else If OneResult is the negative Then 
count_negative := count_negative + 1; 
 Step 7: End Repeat – End Step 3; 
 Step 8: If count_positive is greater than 
count_negative Then Return positive; 
 Step 9: Else If count_positive is less than 
count_negative Then Return negative; 
 Step 10: Return neutral; 
 
We build the algorithm 11 to cluster the documents 
of the testing data set into either the positive or the 
negative in the sequential environment. The main 
ideas of the algorithm 11 area as follows: 
 Input: the testing data set and the training data 
set; 
 Output: the results of the sentiment 
classification of the testing data set; 
 Step 1: The valences and the polarities of the 
sentiment lexicons of the bESD are calculated 
based on a basis English sentiment dictionary 
(bESD) in a sequential environment (4.1.2); 
 Step 2: A positive bit array group := encrypt all 
the positive sentences of the training data set to the 
bit arrays based on the bit arrays of the sentiment 
lexicons of the bESD in the algorithm 6 with the 
input is the positive sentences of the training data 
set; 
 Step 3: A negative bit array group := encode all 
the negative sentences of the training data set to the 
bit arrays based on the bit arrays of the sentiment 
lexicons of the bESD in the algorithm 7 with the 
input is the positive sentences of the training data 
set; 
 Step 4: Set TheResultsOfTheTestingDataSet := 
null; 
 Step 5: Each document in the documents of the 
testing data set, do repeat: 
 Step 6: OneResult := the algorithm 10 to 
cluster one document of the testing data set into 
either the positive bit array group or the negative bit 
array group of the training data set using the GA 
with the FPS in the sequential environment with the 
input is this document, the positive bit array group 
and the negative bit array group; 
 Step 7: Add OneResult into 
TheResultsOfTheTestingDataSet; 
 Step 8: End Repeat – End Step 5; 
 Step 9: Return 
TheResultsOfTheTestingDataSet; 
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4.2.2 Implementing the Gower-2 Coefficient 
(HA) and the Genetic Algorithm (GA) 
with the Fitness-proportionate Selection 
(FPS) - the fitness function (FF) in both a 
distributed network system 

In Figure 10, The genetic algorithm (GA) is used 
with the Fitness-proportionate Selection (FPS)  - 
the fitness function (FF) to cluster the documents of 
the testing data set into either the positive polarity 
or the negative polarity in the Cloudera parallel 
network environment. In this section, we perform 
the proposed model in the distributed system as 
follows: Firstly, we build the sentiment lexicons of 
the bESD based on a basis English sentiment 
dictionary (bESD) in a distributed system (4.1.3). 
We encrypt the sentiment lexicons of the bESD to 
the bit arrays and each bit array in the bit arrays 
presents each term in the sentiment lexicons with 
the information as follows: a content of this term, a 
sentiment score of this term. This is called the bit 
arrays of the bESD which are stored in a small 
storage space. Then, we encode all the sentences of 
the training data set to the bit arrays based on the 
bit arrays of the sentiment lexicons of the bESD. A 
positive bit array group of the training data set 
which we encrypt all the positive sentences of the 
training data set to the positive bit arrays according 
to the bit arrays of the sentiment lexicons of the 
bESD. A negative bit array group of the training 
data set which we encode all the negative sentences 
of the training data set to the negative bit arrays 
according to the bit arrays of the sentiment lexicons 
of the bESD. Each document in the documents of 
the testing data set is separated to the sentences. 
Each sentence in the sentences of one document of 
the testing data set is encrypted to one bit array 
(corresponding to one sentence) of the document. 
Next, one bit array of the document is clustered into 
either the positive bit array group or the negative bit 
array group of the training data set by using the GA 
with the FPS. Then, all the bit arrays 
(corresponding to all the sentences) of the 
document of the testing data set are clustered into 
either the positive array group or the negative bit 
array group of the training data set using the GA 
with the FPS. Based on the results of the sentiment 
classification of the bit arrays of the document, the 
sentiment classification of this document is 
identified completely. If the number of the bit 
arrays clustered into the positive polarity is greater 
than the number of the bit arrays clustered into the 
negative polarity in the document, this document is 
clustered into the positive. If the number of the bit 
arrays clustered into the positive polarity is less 
than the number of the bit arrays clustered into the 

negative polarity in the document, this document is 
clustered into the negative. If the number of the bit 
arrays clustered into the positive polarity is as equal 
as the number of the bit arrays clustered into the 
negative polarity in the document, this document is 
clustered into the neutral. It means this document 
does not belong to both the positive polarity and the 
negative polarity. Finally, the sentiment 
classification of the documents of the testing data 
set is identified successfully. 

 
Figure 10:  Overview of performing the Gower-2 

Coefficient (HA) and the Genetic Algorithm (GA) with 
the Fitness-proportionate Selection (FPS)  - the fitness 

function (FF) in a distributed environment 
 
Firstly, we build the sentiment lexicons of the 
bESD based on a basis English sentiment dictionary 
(bESD) in a distributed system (4.1.3) 
We encrypt the sentiment lexicons of the bESD to 
the bit arrays and each bit array in the bit arrays 
presents each term in the sentiment lexicons with 
the information as follows: a content of this term, a 
sentiment score of this term. This is called the bit 
arrays of the bESD which are stored in a small 
storage space.  
We assume the sentiment lexicons of the bESD are 
stored in the table as follows: 
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Ordering 
number 

Lexicons Valence 

1 Good +1 
2 Very good +2 
3 Bad -1 
4 Very bad -2 
5 Terrible -1.2 
6 Very terrible -2.3 

… … … 
55,000 … … 

… … … 
 
According to the sentiment lexicons of the bESD, 
we see the valences of the sentiment lexicons are 
from -10 to +10. Thus, a natural part of one valence 
is presented by the 4 binary bits and we also use the 
4 binary bits of a surplus part of this valence. So, 
the 8 binary bits are used for presenting one valence 
of one sentiment lexicons in a binary code. 
Based on the English dictionaries [33-38], the 
longest word in English has 189,819 letters. 
According to the binary code of letters in English in 
[66-71], we see the 7 binary bits are used in encode 
one letter in all the letters in English. Therefore, we 
need 189,819 (letters) x 7 (bits) = 1,328,733 (bits) 
to present one word in English. 
So, we need (1,328,733 bits of the content + 8 bits 
of the valence) = 1,328,741 bits to show fully one 
sentiment lexicon of the bESD in Figure 11 as 
follows: 

 
Figure 11:  Overview of presenting one sentiment lexicon 

of the bESD in a binary code  
We transfer the valence of one sentiment lexicon of 
the bESD to a binary code based on the transferring 
a decimal to a binary code in [72-77]. 
In Figure 12, we build the algorithm 12 and the 
algorithm 13 to encrypt one sentiment lexicon 
(comprising the content and the valence) to a binary 
array in the distributed network environment. This 
stage in Figure 12 comprises two phases as follows: 
Hadoop Map phase and Hadoop Reduce phase. The 
input of the Hadoop Map is one sentiment lexicon 
of the bESD. The output of the Hadoop Map is a bit 
array of one letter. The input of the Hadoop Reduce 
is the output of the Hadoop Map, thus, the input of 
the Hadoop Reduce is a bit array of one letter. The 
output of the Hadoop Reduce is a bit array of the 
term. 

We propose the algorithm 12 to implement the 
Hadoop Map phase of encrypting one sentiment 
lexicon (comprising the content and the valence) to 
a binary array in the distributed network 
environment. The main ideas of the algorithm 12 
are as follows: 
 Input: one sentiment lexicon of the bESD 
 Output: a bit array of one letter; 
 Step 1: Input this term and the bESD into the 
Hadoop Map in the Cloudera system; 
 Step 2: Split this term into the letters. 
 Step 3: Set Valence := Get a valence of this 
term based on the bESD; 
 Step 4: Each letter in the letters, do repeat: 
 Step 5: Based on the binary code of letters in 
English in [66-71], we get a bit array of this letter; 
 Step 6: Return the bit array of this letter; //the 
output of the Hadoop Map 
We build the algorithm 13 to perform the Hadoop 
Reduce phase of encrypting one sentiment lexicon 
(comprising the content and the valence) to a binary 
array in the distributed network environment. The 
main ideas of the algorithm 13 are as follows: 
 Input: the bit array of this letter; //the output of 
the Hadoop Map 
 Output: a bit array of the term - ABitArray; 
 Step 1: Receive the bit array of this letter; 
 Step 2: Add the bit array of this letter into 
ABitArray; 
 Step 3: If this term is full Then  
 Step 4:  Based on on the transferring a decimal 
to a binary code in [72-77], we transfer the valence 
to a bit array; 
 Step 5: Add this bit array into ABitArray; 
 Step 6: End If – End Step 3; 
 Step 7: Return ABitArray; 

 
Figure 12:  Overview of encrypting one sentiment lexicon 

(comprising the content and the valence) to a binary 
array in the distributed network environment 
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In Figure 13, we build the algorithm 14 and the 
algorithm 15 to encode one sentence in English to a 
binary array in the distributed system. This stage in 
Figure 13 comprises two phases as follows: Hadoop 
Map phase and Hadoop Reduce phase. The input of 
the Hadoop Map is one sentence. The output of the 
Hadoop Map is a bit array of one term - ABitArray. 
The input of the Hadoop Reduce is the output of the 
Hadoop Map, thus, the input of the Hadoop Reduce 
is a bit array of one term - ABitArray. The output 
of the Hadoop Reduce is a bit array of the sentence 
– AbitArrayOfSentence. 
We propose the algorithm 14 to perform the 
Hadoop Map phase of encoding one sentence in 
English to a binary array in the parallel system. The 
main ideas of the algorithm 14 are as follows: 
 Input: one sentence; 
 Output: a bit array of one term - ABitArray; 
 Step 1: Input this sentence into the Hadoop 
Map in the Cloudera system; 
 Step 2: Split this sentence into the meaningful 
terms (meaningful word or meaningful phrase); 
 Step 3: Each term in the terms, do repeat: 
 Step 4: ABitArray := the encrypting one 
sentiment lexicon (comprising the content and the 
valence) to a binary array in the distributed network 
environment in Figure 12 with the input is this 
term; 
 Step 5: Return ABitArray; 
We propose the algorithm 15 to implement the 
Hadoop Reduce of encoding one sentence in 
English to a binary array in the parallel system. The 
main ideas of the algorithm 15 are as follows: 
 Input: a bit array of one term – AbitArray – the 
output of the Hadoop Map; 
 Output: a bit array of the sentence - 
ABitArrayOfSentence; 
 Step 1: Receive AbitArray; 
 Step 2: Add ABitArray into 
ABitArrayOfSentence; 
 Step 3: Return ABitArrayOfSentence; 
 

Figure 13:  Overview of encoding one sentence in 
English to a binary array in the parallel system 

 
In Figure 14, we build the algorithm 16 and the 
algorithm 17 to encrypt all the positive sentences of 
the training data set to the bit arrays based on the 
bit arrays of the sentiment lexicons of the bESD in 
the distributed environment, called the positive bit 
array group. This stage in Figure 14 comprises two 
phases as follows: Hadoop Map phase and Hadoop 
Reduce phase. The input of the Hadoop Map is all 
the positive sentences of the training data set. The 
output of the Hadoop Map is ABitArray – a bit 
array of one sentence. The input of the Hadoop 
Reduce is the output of the Hadoop Map, thus, the 
input of the Hadoop Reduce is ABitArray – a bit 
array of one sentence. The output of the Hadoop 
Reduce is a positive bit array group – 
APositiveBitArrayGroup. 
We encrypt all the positive sentences of the training 
data set to the bit arrays based on the bit arrays of 
the sentiment lexicons of the bESD in the algorithm 
16 to perform the Hadoop Map phase of this stage 
in the distributed environment, called the positive 
bit array group. The main ideas of the algorithm 16 
are as follows: 
 Input: all the positive sentences of the training 
data set 
 Output: ABitArray – a bit array of one 
sentence; 
 Step 1: Input all the positive sentences of the 
training data set into the Hadoop Map in the 
Cloudera system; 
 Step 2: Each sentence in the positive sentences, 
do repeat: 
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 Step 3: ABitArray := the encoding one 
sentence in English to a binary array in the parallel 
system in Figure 13 with the input is this sentence; 
 Step 4: Return ABitArray;  
We encrypt all the positive sentences of the training 
data set to the bit arrays based on the bit arrays of 
the sentiment lexicons of the bESD in the algorithm 
17 perform the Hadoop Reduce phase of this stage 
in the parallel system, called the positive bit array 
group. The main ideas of the algorithm 17 are as 
follows: 
 Input: ABitArray – a bit array of one sentence; 
 Output:a positive bit array group - 
APositiveBitArrayGroup; 
 Step 1: Receive ABitArray; 
 Step 2: Add ABitArray into 
APositiveBitArrayGroup; 
 Step 3: Return APositiveBitArrayGroup; 
 

 
Figure 14:  Overview of encrypting all the positive 

sentences of the training data set to the bit arrays based 
on the bit arrays of the sentiment lexicons of the bESD in 
the distributed environment, called the positive bit array 

group 
 
In Figure 15, we build the algorithm 18 and the 
algorithm 19 to encrypt all the negative sentences 
of the training data set to the bit arrays based on the 
bit arrays of the sentiment lexicons of the bESD in 
the distributed environment, called the negative bit 
array group. This stage in Figure 15 comprises two 
phases as follows: Hadoop Map phase and Hadoop 
Reduce phase. The input of the Hadoop Map is all 
the negative sentences of the training data set. The 
output of the Hadoop Map is ABitArray – a bit 
array of one sentence. The input of the Hadoop 
Reduce is the output of the Hadoop Map, thus, the 
input of the Hadoop Reduce is ABitArray – a bit 

array of one sentence. The output of the Hadoop 
Reduce is a negative bit array group – 
ANegativeBitArrayGroup. 
We encrypt all the negative sentences of the 
training data set to negative the bit arrays based on 
the bit arrays of the sentiment lexicons of the bESD 
in the algorithm 18 to perform the Hadoop Map 
phase of this stage in the distributed environment, 
called the negative bit array group. The main ideas 
of the algorithm 18 are as follows: 
 Input: all the negative sentences of the training 
data set 
 Output: ABitArray – a bit array of one 
sentence; 
 Step 1: Input all the negative sentences of the 
training data set into the Hadoop Map in the 
Cloudera system; 
 Step 2: Each sentence in the negative 
sentences, do repeat: 
 Step 3: ABitArray := the encoding one 
sentence in English to a binary array in the parallel 
system in Figure 13 with the input is this sentence; 
 Step 4: Return ABitArray;  
We encrypt all the negative sentences of the 
training data set to the bit arrays based on the bit 
arrays of the sentiment lexicons of the bESD in the 
algorithm 19 perform the Hadoop Reduce phase of 
this stage in the parallel system, called the negative 
bit array group. The main ideas of the algorithm 19 
are as follows: 
 Input: ABitArray – a bit array of one sentence; 
 Output:a negative bit array group - 
ANegativeBitArrayGroup; 
 Step 1: Receive ABitArray; 
 Step 2: Add ABitArray into 
ANegativeBitArrayGroup; 
 Step 3: Return ANegativeBitArrayGroup; 
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Figure 15:  Overview of encrypting all the negative 

sentences of the training data set to the bit arrays based 
on the bit arrays of the sentiment lexicons of the bESD in 
the distributed environment, called the negative bit array 

group 
 
In Figure 16, we build the algorithm 20 and the 
algorithm 21 to transfer one document of the testing 
data set into the bit arrays of the document in the 
parallel system. This stage in Figure 16 comprises 
two phases as follows: Hadoop Map phase and 
Hadoop Reduce phase. The input of the Hadoop 
Map is one document of the testing data set. The 
output of the Hadoop Map is one bit array of one 
sentence of the document – the output of the 
Hadoop Map. The input of the Hadoop Reduce is 
the output of the Hadoop Map, thus, the input of the 
Hadoop Reduce is one bit array of one sentence of 
the document – the output of the Hadoop Map. The 
output of the Hadoop Reduce is the bit arrays of the 
document. 
We propose the algorithm 20 to perform the 
Hadoop Map phase of transferring one document of 
the testing data set into the bit arrays of the 
document in the parallel system. The main ideas of 
the algorithm 20 are as follows: 
 Input: one document of the testing data set  
 Output: ABitArray - one bit array of one 
sentence of the document – the output of the 
Hadoop Map; 
 Step 1: Input one document of the testing data 
set into the Hadoop Map in the Cloudera system; 
 Step 2: Split this document into the sentences; 
 Step 3: Each sentence in the sentences, do 
repeat: 
 Step 4: ABitArray := the encoding one 
sentence in English to a binary array in the parallel 
system in Figure 13 with the input is this sentence; 

 Step 5: Return ABitArray;  
We propose the algorithm 21 to perform the 
Hadoop Reduce phase of transferring one document 
of the testing data set into the bit arrays of the 
document in the parallel system. The main ideas of 
the algorithm 21 are as follows: 
 Input: ABitArray - one bit array of one 
sentence of the document – the output of the 
Hadoop Map; 
 Output: the bit arrays of the document - 
TheBitArraysOfTheDocument; 
 Step 1:Receive ABitArray; 
 Step 2: Add ABitArray into 
TheBitArraysOfTheDocument; 
 Step 3: Return TheBitArraysOfTheDocument; 
 

 
Figure 16:  Overview of transferring one document of the 
testing data set into the bit arrays of the document in the 

parallel system 
 
We present the information about the GA briefly as 
follows:  
1)According to [45-49], we show the basic 
operations of the genetic algorithm, at the same 
time, also used for the GA in our sequential 
environment and our parallel network environment. 
The genetic algorithm (GA: Genetic Algorithms) 
and other evolutionary algorithms based on forming 
the notion the natural evolutionary process is 
reasonable, perfect. It stems from the evolved idea 
to survive and grow in the wild. GA is a problem-
solving method to mimic the behavior of humans in 
order to survive and develop. It helps to find the 
optimal solution and the best in terms of time and 
space allow. GA considers all solutions, by at least 
some solutions, then eliminates the irrelevant 
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components and select the relevant components 
more adapted to create birth and evolution aimed at 
creating solutions which have a new adaptive 
coefficient increasing. The adaptive coefficient is 
used as a gauge of the solution. The main steps of 
the GA: 
 Step 1: Select models to symbolize the 
solutions. The models can be sequence (string) of 
the binary number: 1 and 0, decimal and can be 
letters or mixture letters and numbers. 
 Step 2: Select the adaptive function (or the 
Fitness function) to use as a gauge of the solution. 
 Step 3: Continue the transformation form 
until achieving the best solution, or until the 
termination of the time. 
2)Genetic Operators and Genetic Operations 
Reproductive Operator 
Reproductive operator includes two processes: the 
reproduction process (allowing regeneration), the 
selection process (selection). 
 
Allowing Regeneration 
Allowing regeneration is the process which allows 
chromosomes to copy on the basis of the adaptive 
coefficient. The adaptive coefficient is a function 
which is assigned the real value, corresponding to 
each chromosome in the population.  
This process is described as follows: 

 Determine the adaptive coefficient of each 
chromosome in the population at 
generation t, tabulate cumulative adaptive 
values (in order assigned to each 
chromosome).  

 Suppose, the population Has n individuals. 
Call the adaptive coefficient of the 
corresponding chromosome is fi, 
cumulative total is fti which is defined by 

fti =  fi



ୀଵ

 

 Call Fn is the sum of the adaptive 
coefficient in all the population. Pick a 
random number f between 0 and Fn. Select 
the first instance correspond f ≥ ftk into 
new population.    
     

Selection Process (Selection) 
The selection process is the process of removing 
the poor adaptive chromosomes in the population. 
This process is described as follows:  

 Arrange population in order of descending 
degree of adaptation.  

 Remove the chromosome in the last of the 
sequence. Keep n in the best individuals. 
 

Crossover Operator (Crossover) 
Crossover is the process of creating the new 
chromosomes based on the father-mother 
chromosomes by grafting a segment on the father-
mother chromosomes together. The crossover 
operator is assigned with a probability pc. This 
process is described as follows: 

 Randomly select a pair of chromosomes 
(father-mother) in the population. 
Suppose, the father-mother chromosomes 
Have the same length m. 

 Create a random number in the range from 
1 to m-1 (called as cross coupling point). 
The cross coupling point divides the 
father-mother chromosomes into two sub-
strings which Have lengths m1, m2. The 
two new sub-strings created, is: m11 + 
m22 and m21 + m12. 

 Put the two new chromosomes into the 
population.  

Example: 

 
 
Mutation Operator (Mutation) 
Mutation is a phenomenon which the child 
chromosomes carry some features, not in the 
genetic code of the father-mother chromosomes.  

 Choose a random chromosome in the 
population;  

 Create a random number k between 1 and 
m, 1 ≤ k ≤ m;  

 Change bit k. Put this chromosome in the 
population to participate in the evolution 
of the next generation. 

Example: 

 
 
Each pair of parents bears two children in one of 
the following two methods 
 Asexual Reproduction 
Each child is an exact copy of each father or each 
mother. 
Example:  

 
 Sexual Reproduction (crossover) 
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Some bits are copied from the mother or a few bits 
are copied from the father. 
Example of the sexual reproduction intersecting 
half 
 

 
Example of the sexual reproduction intersecting 3 
bits 

 
 
In Figure 17, we show the diagram of the GA in the 
sequential environment as follows: 

Start

Get the parameters of the 
problem

Initialize the initial population

Calculate the Fitness values

stop 
condition

Select

Cross (crossover)

Mutate (mutation)

Select the best 
solution

End

 
Figure 17: The diagram of the GA in the sequential 

environment. 
 
In Figure 18, we build the algorithm 22 and the 
algorithm 23 to cluster one bit array (corresponding 
to one sentence) of the document into either the 
positive bit array group or the negative bit array 
group of the training data set by using the GA with 
the FPS in the distributed system. This stage in 
Figure 18 comprises two phases as follows: Hadoop 
Map phase and Hadoop Reduce phase. The input of 
the Hadoop Map is one bit array (corresponding to 
one sentence) of the document; the positive bit 

array group and the negative bit array group the 
training data set. The output of the Hadoop Map is 
the bit array clustered into either the positive bit 
array group or the negative bit array group of the 
training data set. The input of the Hadoop Reduce 
is the output of the Hadoop Map, thus, the input of 
the Hadoop Reduce is the bit array clustered into 
either the positive bit array group or the negative bit 
array group of the training data set. The output of 
the Hadoop Reduce is the bit array clustered into 
either the positive bit array group or the negative bit 
array group of the training data set. 
We build the algorithm 22 to perform the Hadoop 
Map phase of clustering one bit array 
(corresponding to one sentence) of the document 
into either the positive bit array group or the 
negative bit array group of the training data set by 
using the GA with the FPS in the distributed 
system. The main ideas of the algorithm 22 are as 
follows: 
 Input: one bit array (corresponding to one 
sentence) of the document; the positive bit array 
group and the negative bit array group the training 
data set; 
 Output: the bit array clustered into either the 
positive bit array group or the negative bit array 
group of the training data set. 
 Step 1: Input the bit array (corresponding to 
one sentence) of the document; the positive bit 
array group and the negative bit array group the 
training data set into the Hadoop Map in the 
Cloudera system; 
 Step 2:  randomly initialize population(t) 
 Step 3: determine fitness of population(t) 
 Step 4: repeat 
 Step 5:        select parents from population(t) 
 Step 6:        perform crossover on parents 
creating population(t+1) 
 Step 7:        perform mutation of 
population(t+1) 
 Step 8:        determine fitness of 
population(t+1)  
 Step 9:    until best individual is good enough  
 Step 10: Return this bit array clustered into 
either the positive bit array group or the negative bit 
array group of the training data set. 
We build the algorithm 23 to perform the Hadoop 
Reduce phase of clustering one bit array 
(corresponding to one sentence) of the document 
into either the positive bit array group or the 
negative bit array group of the training data set by 
using the GA with the FPS in the parallel system. 
The main ideas of the algorithm 23 are as follows: 
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 Input: the bit array clustered into either the 
positive bit array group or the negative bit array 
group of the training data set. 
 Output: the sentiments (positive, negative, or 
neutral) 
 Step 1: Receive the bit array clustered into 
either the positive bit array group or the negative bit 
array group of the training data set; 
 Step 2: If this bit array clustered into the 
positive bit array group Then Return positive; 
 Step 3: If this bit array clustered into the 
negative bit array group Then Return negative; 
 Step 4: Return neutral; 
 
Fitness is defined as an objective function the 
quantifies the optimality of a solution 
(chromosome) to the target problem. How to 
choose Fitness is dependent on the problem the we 
study. Choosing the different Fitness function will 
give the different results. In this survey, we use the 
Fitness-proportionate selection (FPS). 

According to the researches related to the Fitness-
proportionate Selection (FPS) in [50-54], Fitness-
proportionate selection is detailed. Fitness 
proportionate selection is a genetic operator used in 
genetic algorithms for selecting potentially useful 
solutions for recombination. In fitness 
proportionate selection, as in all selection methods, 
the fitness function assigns a fitness to possible 
solutions or chromosomes. This fitness level is used 
to associate a probability of selection with each 

individual chromosome. If  is the fitness of 
individual  in the population, its probability of 
being selected is 

, 

where is the number of individuals in the 
population. 

 

 
Figure 18:  Overview of clustering one bit array 

(corresponding to one sentence) of the document into 
either the positive bit array group or the negative bit 

array group of the training data set by using the GA with 
the FPS in the distributed system 

 
In Figure 19, we build the algorithm 24 and the 
algorithm 25 to cluster one document of the testing 
data set into either the positive bit array group or 
the negative bit array group of the training data set 
using the GA with the FPS in the distributed 
environment. This stage in Figure 19 comprises two 
phases as follows: Hadoop Map phase and Hadoop 
Reduce phase. The input of the Hadoop Map is one 
document of the testing data set; the positive bit 
array group and the negative bit array group of the 
training data set. The output of the Hadoop Map is 
OneResult – the sentiment classification of one bit 
array of the document. The input of the Hadoop 
Reduce is the output of the Hadoop Map, thus, the 
input of the Hadoop Reduce is OneResult – the 
sentiment classification of one bit array of the 
document. The output of the Hadoop Reduce is the 
sentiments (positive, negative, or neutral) of the 
document 
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Figure 19:  Overview of clustering one document of the 

testing data set into either the positive bit array group or 
the negative bit array group of the training data set using 

the GA with the FPS in the distributed environment 
 
We propose the algorithm 24 to perform the 
Hadoop Map phase of clustering one document of 
the testing data set into either the positive bit array 
group or the negative bit array group of the training 
data set using the GA with the FPS in the 
distributed environment. The main ideas of the 
algorithm 24 are as follows: 
 Input: one document of the testing data set; the 
positive bit array group and the negative bit array 
group of the training data set; 
 Output: OneResult – the sentiment 
classification of one bit array of the document – the 
output of the Hadoop Map; 
 Step 1: Input the document of the testing data 
set; the positive bit array group and the negative bit 
array group of the training data set into the Hadoop 
Map in the Cloudera system; 
 Step 2: ABitArrayGroupOfOneDocument := 
the transferring one document of the testing data set 
into the bit arrays of the document in the parallel 
system in Figure 16 with the input is this document; 
 Step 3: Each bit array in  
ABitArrayGroupOfOneDocument, do repeat: 

 Step 4: OneResult := the algorithm 9 to cluster 
one bit array (corresponding to one sentence) of the 
document into either the positive bit array group or 
the negative bit array group of the training data set 
by using the GA with the FPS in the sequential 
system with the input is this bit array, the positive 
bit array group and the negative bit array group of 
the training data set; 
 Step 5:Return OneResult; //the output of the 
Hadoop Map 
We propose the algorithm 25 to perform the 
Hadoop Reduce phase of clustering one document 
of the testing data set into either the positive bit 
array group or the negative bit array group of the 
training data set using the GA with the FPS in the 
parallel environment. The main ideas of the 
algorithm 25 are as follows: 
 Input: OneResult – the sentiment classification 
of one bit array of the document – the output of the 
Hadoop Map; 
 Output: the sentiments (positive, negative, or 
neutral) of the document 
 Step 1: Receive OneResult – the sentiment 
classification of one bit array of the document; 
 Step 2: If OneResult is the positive Then 
count_positive := count_positive + 1; 
 Step 3: Else If OneResult is the negative Then 
count_negative := count_negative + 1; 
 Step 4: If count_positive is greater than 
count_negative Then Return positive; 
 Step 5: Else If count_positive is less than 
count_negative Then Return negative; 
 Step 6: Return neutral; 
 
In Figure 20, we build the algorithm 26 and the 
algorithm 27 to perform the Hadoop Map phase of 
clustering the documents of the testing data set into 
either the positive or the negative in the distributed 
environment. This stage in Figure 20 comprises two 
phases as follows: Hadoop Map phase and Hadoop 
Reduce phase. The input of the Hadoop Map is the 
testing data set and the training data set. The output 
of the Hadoop Map is the result of the sentiment 
classification of one document the testing data set. 
The input of the Hadoop Reduce is the output of the 
Hadoop Map, thus, the input of the Hadoop Reduce 
is the result of the sentiment classification of one 
document the testing data set. The output of the 
Hadoop Reduce is the results of the sentiment 
classification of the testing data set; 
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Figure 20:  Overview of to performing the Hadoop Map 
phase of clustering the documents of the testing data set 
into either the positive or the negative in the distributed 

environment 
 
We build the algorithm 26 to perform the Hadoop 
Map phase of clustering the documents of the 
testing data set into either the positive or the 
negative in the distributed environment. The main 
ideas of the algorithm 26 area as follows: 
 Input: the testing data set and the training data 
set; 
 Output: OneResult - the result of the sentiment 
classification of one document the testing data set – 
the output of the Hadoop Map ; 
 Step 1: The valences and the polarities of the 
sentiment lexicons of the bESD are calculated 
based on a basis English sentiment dictionary 
(bESD) in a distributed system (4.1.3); 
 Step 2: A positive bit array group := the 
encrypting all the positive sentences of the training 
data set to the bit arrays based on the bit arrays of 
the sentiment lexicons of the bESD in the 
distributed environment, called the positive bit 
array group in Figure 14 with the input is the 
positive sentences of the training data set; 
 Step 3: A negative bit array group := the 
encrypting all the negative sentences of the training 
data set to the bit arrays based on the bit arrays of 
the sentiment lexicons of the bESD in the 
distributed environment, called the negative bit 
array group in Figure 15 with the input is the 
positive sentences of the training data set; 
 Step 4: Input the documents of the testing data 
set, the positive bit array group and the negative bit 
array group into the Hadoop Map in the Cloudera 
system; 
 Step 5: Each document in the documents of the 
testing data set, do repeat: 

 Step 6: OneResult := the clustering one 
document of the testing data set into either the 
positive bit array group or the negative bit array 
group of the training data set using the GA with the 
FPS in the distributed environment in Figure 19 
with the input is this document, the positive bit 
array group and the negative bit array group; 
 Step 7: Return OneResult;  
We build the algorithm 27 to perform the Hadoop 
Reduce phase of clustering the documents of the 
testing data set into either the positive or the 
negative in the parallel environment. The main 
ideas of the algorithm 27 area as follows: 
 Input: OneResult - the result of the sentiment 
classification of one document the testing data set; 
 Output: the results of the sentiment 
classification of the testing data set; 
 Step 1: Receive OneResult - the result of the 
sentiment classification of one document the testing 
data set; 
 Step 2: Add OneResult into 
TheResultsOfTheTestingDataSet; 
 Step 3: Return 
TheResultsOfTheTestingDataSet; 

 
5. EXPERIMENT 
 

An Accuracy (A) is identified to calculate the 
accuracy of the results of the sentiment 
classification in this survey. We use a Java 
programming language programming to save data 
sets, implementing our proposed model to classify 
the 8,000,000 documents of the testing data set. To 
implement the proposed model, we have already 
used Java programming language to save the 
English testing data set and to save the results of the 
sentiment classification. 

Our new model is performed in the sequential 
environment with the configuration as follows: The 
sequential environment in this research includes 1 
node (1 server). The configuration of the server in 
the sequential environment is: Intel® Server Board 
S1200V3RPS, Intel® Pentium® Processor G3220 
(3M CHAhe, 3.00 GHz), 2GB CC3-10600 ECC 
1333 MHz LP Unbuffered DIMMs. The operating 
system of the server is: Cloudera. The Java 
language is used in programming our model related 
to the Gower-2 Coefficient (HA) and the Genetic 
Algorithm (GA) with the Fitness-proportionate 
Selection (FPS)  - the fitness function (FF). 

We implement the proposed model related to the 
Gower-2 Coefficient (HA) and the Genetic 
Algorithm (GA) with the Fitness-proportionate 
Selection (FPS)  - the fitness function (FF) in the 
Cloudera parallel network environment as follows: 
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This Cloudera system includes 9 nodes (9 servers). 
The configuration of each server in the Cloudera 
system is: Intel® Server Board S1200V3RPS, 
Intel® Pentium® Processor G3220 (3M CHAhe, 
3.00 GHz), 2GB CC3-10600 ECC 1333 MHz LP 
Unbuffered DIMMs. The operating system of each 
server in the 9 servers is: Cloudera. All 9 nodes 
Have the same configuration information. The Java 
language is used in programming the application of 
the proposed model related to the Gower-2 
Coefficient (HA) and the Genetic Algorithm (GA) 
with the Fitness-proportionate Selection (FPS)  - the 
fitness function (FF) in the Cloudera. 

We show the significant information about this 
experiment of the proposed model in the tables as 
follows: Table 1, Table 2, and Table 3. 

The results of the documents of the English 
testing data set to test are presented in Table 1 
below.  

The Accuracy of the sentiment classification of 
the documents in the English testing data set is 
shown in Table 2 below. 

In Table 3 below, the average time of the 
classification of our new model for the English 
documents in testing data set are displayed 

 
6. CONCLUSION 
 

A new model using the Gower-2 Coefficient 
(HA) and the Genetic Algorithm (GA) with the 
Fitness-proportionate Selection (FPS)  - the fitness 
function (FF) Has been built to cluster the 
documents in English with Hadoop Map (M) 
/Reduce (R) in the Cloudera parallel network 
environment in this survey. With our proposed new 
model, we have achieved 88.12% accuracy of the 
testing data set in Table 2. Until now, not many 
studies have shown the clustering methods can be 
used to classify data. Our research shows the 
clustering methods are used to classify data and, in 
particular, can be used to classify emotion in text. 

The proposed model can be applied to many 
other languages although our new model has been 
tested on our data set in English. Our model can be 
applied to larger data sets with millions of English 
documents in the shortest time although in this 
paper, our model has been tested on the documents 
of the testing data set in which the data sets are 
small. 

We show the significant information about the 
average times of the sentiment classification of the 
proposed model in Table 3 as follows: 

1)The average time of the semantic classification 
of using the Gower-2 Coefficient (HA) and the 
Genetic Algorithm (GA) with the Fitness-

proportionate Selection (FPS)  - the fitness function 
(FF) in the sequential environment is 41,648,984 
seconds / 8,000,000 English documents and it is 
greater than the average time of the emotion 
classification of using the Gower-2 Coefficient 
(HA) and the Genetic Algorithm (GA) with the 
Fitness-proportionate Selection (FPS)  - the fitness 
function (FF) in the Cloudera parallel network 
environment with 3 nodes which is 12,549,661 
seconds / 8,000,000 English documents.  

2)The average time of the semantic classification 
of using the Gower-2 Coefficient (HA) and the 
Genetic Algorithm (GA) with the Fitness-
proportionate Selection (FPS)  - the fitness function 
(FF) in the sequential environment is the longest 
time in the table. 

3)The average time of the emotion classification 
of using the Gower-2 Coefficient (HA) and the 
Genetic Algorithm (GA) with the Fitness-
proportionate Selection (FPS)  - the fitness function 
(FF) in the Cloudera parallel network environment 
with 9 nodes, which is 4,649,887 seconds / 
8,000,000 English documents, is the shortest time in 
the table. 

4)Besides, The average time of the emotion 
classification of using the Gower-2 Coefficient 
(HA) and the Genetic Algorithm (GA) with the 
Fitness-proportionate Selection (FPS)  - the fitness 
function (FF) in the Cloudera parallel network 
environment with 6 nodes is 7,074,830 seconds / 
8,000,000 English documents  

5)The average time of the emotion classification 
of using the Gower-2 Coefficient (HA) and the 
Genetic Algorithm (GA) with the Fitness-
proportionate Selection (FPS)  - the fitness function 
(FF) in the Cloudera parallel network environment 
with 3 nodes is greater than the average time of the 
emotion classification of using the Gower-2 
Coefficient (HA) and the Genetic Algorithm (GA) 
with the Fitness-proportionate Selection (FPS)  - the 
fitness function (FF) in the Cloudera parallel 
network environment with 6 nodes. 

The execution time of using the Gower-2 
Coefficient (HA) and the Genetic Algorithm (GA) 
with the Fitness-proportionate Selection (FPS)  - the 
fitness function (FF) in the Cloudera is dependent 
on the performance of the Cloudera parallel system 
and also dependent on the performance of each 
server on the Cloudera system. 

 
The execution time of the proposed model 

depends on many factors as follows: 
1)The GA – related algorithms. 
2)The Gower-2 Coefficient – related algorithms. 
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3)The performance of the distributed network 
environment. 

4)The performance of each node of the 
distributed environment. 

5)The performance of each server of the parallel 
system. 

6)The number of the nodes of the parallel 
environment. 

7)The testing data set and the training data set. 
8)The sizes of the data sets. 
9)The parallel functions such as Hadoop Map 

and Hadoop Reduce. 
10)The operating system of the parallel network 

such as the Cloudera. 
The proposed model has many advantages and 

disadvantages. Its positives are as follows: It the 
Gower-2 Coefficient (HA) and the Genetic 
Algorithm (GA) with the Fitness-proportionate 
Selection (FPS) - the fitness function (FF) to 
classify semantics of English documents based on 
sentences. The proposed model can process 
millions of documents in the shortest time. This 
study can be performed in distributed systems to 
shorten the execution time of the proposed model. It 
can be applied to other languages. It can save a lot 
of the storage spaces. Its negatives are as follows: It 
Has a low rate of Accuracy. It costs too much and 
takes too much time to implement this proposed 
model.   

To understand the scientific values of this 
research, we have compared our model's results 
with many studies in the tables as follows: Table 8, 
Table 9, Table 10, Table 11, Table 12, and Table 
13. 

In Table 8, we show the comparisons of our 
model’s results with the genetic algorithm (GA) in 
[45-49].  

The comparisons of our model’s benefits and 
drawbacks with the works related to the genetic 
algorithm (GA) in [45-49] are displayed in Table 9. 

In Table 10, we display the comparisons of our 
model’s results with the Fitness-proportionate 
Selection (FPS) in [50-54]. 

The comparisons of our model’s advantages and 
disadvantages with the Fitness-proportionate 
Selection (FPS) in [50-54] are presented in Table 
11. 

In Table 12, we show the comparisons of our 
model with the latest sentiment classification 
models (or the latest sentiment classification 
methods) in [55-65]. 

The comparisons of our model’s positives and 
negatives with the latest sentiment classification 
models (or the latest sentiment classification 
methods) in [55-65] are displayed in Table 13. 

 
FUTURE WORK 

Based on the results of this proposed model, 
many future projects can be proposed, such as 
creating full emotional lexicons in a parallel 
network environment to shorten execution times, 
creating many search engines, creating many 
translation engines, creating many applications the 
can check grammar correctly. This model can be 
applied to many different languages, creating 
applications the can analyze the emotions of texts 
and speeches, and machines the can analyze 
sentiments. 
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Table 2: Comparisons of our model’s advantages and 
disadvantages with the works related to [1-32]. 
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Advantages Disadvantages 
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sentimen
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lexicons 
in 
Norwegi
an from 
a large 
text 
corpus 

Through the authors’ 
PMI computations in 
this survey they used 
a distance of 100 
words from the seed 
word, but it might be 
the other lengths the 
generate better 
sentiment lexicons. 
Some of the authors’ 
preliminary research 
showed the 100 gave 
a better result. 

The authors need to 
investigate this more 
closely to find the 
optimal distance. 
Another factor the 
Has not been 
investigated much in 
the literature is the 
selection of seed 
words. Since they are 
the basis for PMI 
calculation, it might 
be a lot to gain by 
finding better seed 
words. The authors 
would like to explore 
the impact the 
different approaches 
to seed word 
selection Have on the 
performance of the 
developed sentiment 
lexicons. 

[2] Unsuper
vised 
Learning 
of 
Semanti
c 
Orientati
on from 
a 
Hundred
-Billion-
Word 
Corpus. 

This survey Has 
presented a general 
strategy for learning 
semantic orientation 
from semantic 
association, SO-A. 
Two instances of this 
strategy Have  been 
empirically 
evaluated, SO-PMI-
IR and SO-LSA.  The  
Accuracy  of  SO-
PMI-IR  is  
comparable  to  the  
Accuracy  of  HM,  
the  algorithm  of 
HAtzivassiloglou  
and  McKeown  
(1997).  SO-PMI-IR  
requires  a  large  
corpus,  but  it  is  
simple, easy to 
implement, 
unsupervised, and it 
is not restricted to 
adjectives. 
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political 
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The authors describe 
several experiments 
in identifying the 
political orientation 
of posters in an 
informal 
environment. The 
authors’ results 
indicate the most 
promising approach 
is to augment text 
classification 
methods by 
exploiting 
information about 
how posters interact 
with each other 

There is still much 
left to investigate in 
terms of optimizing 
the linguistic 
analysis, beginning 
with spelling 
correction and 
working up to 
sHAllow parsing and 
co-reference 
identification. 
Likewise, it will also 
be worthwhile to 
further investigate 
exploiting sentiment 
values of phrases and 
clauses, taking cues 
from methods 

[4] A novel, 
graph-
based 
approach 
using 
SimRan
k. 

The authors 
presented a novel 
approach to the 
translation of 
sentiment 
information the 
outperforms SOPMI, 
an established 
method. In particular, 
the authors could 
show the SimRank 
outperforms SO-PMI 
for values of the 
threshold x in an 
interval the most 
likely leads to the 
correct separation of 
positive, neutral, and 
negative adjectives. 

The authors’ future 
work will include a 
further examination 
of the merits of its 
application for 
knowledge-sparse 
languages. 

[5] Analysis 
in 
Twitter 
for 
Macedo
nian 

The authors’ 
experimental results 
show an F1-score of 
92.16, which is very 
strong and is on par 
with the best results 
for English, which 
were Achieved in 
recent SemEval 
competitions. 

In future work, the 
authors are interested 
in studying the 
impact of the raw 
corpus size, e.g., the 
authors could only 
collect Half a million 
tweets for creating 
lexicons and 
analyzing/evaluating 
the system, while 
Kiritchenko et al. 
(2014) built their 
lexicon on million 
tweets and evaluated 
their system on 135 
million English 
tweets. Moreover, the 
authors are interested 
not only in quantity 
but also in quality, 
i.e., in studying the 
quality of the 
individual words and 
phrases used as 
seeds. 

[6] Using 
Web 
Search 
Engines 

- For the General 
English sub-task, the 
authors’ system Has 
modest but 

Although the results 
are encouraging, 
further investigation 
is required, in both 
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interesting results. 
- For the Mixed 
Polarity English sub-
task, the authors’ 
system results 
achieve the second 
place. 
- For the Arabic 
phrases sub-task, the 
authors’ system Has 
very interesting 
results since they 
applied the 
unsupervised method 
only 

languages, 
concerning the choice 
of positive and 
negative words 
which once 
associated to a 
phrase, they make it 
more negative or 
more positive. 
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Cross-
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Sentime
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Classific
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The authors propose 
a co-training 
approach to making 
use of unlabeled 
Chinese data. 
Experimental results 
show the 
effectiveness of the 
proposed approach, 
which can 
outperform the 
standard inductive 
classifiers and the 
transductive 
classifiers. 

In future work, the 
authors will improve 
the sentiment 
classification 
Accuracy in the 
following two ways: 
1) The smoothed co-
training approach 
used in (MiHAlcea, 
2004) will be adopted 
for sentiment 
classification. 2) The 
authors will employ 
the structural 
correspondence 
learning (SCL) 
domain adaption 
algorithm used in 
(Blitzer et al., 2007) 
for linking the 
translated text and 
the natural text. 

[8] Cross-
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Sentime
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: From 
English 
to 
Spanish 

Our Spanish SO 
calculator (SOCAL) 
is clearly inferior to 
the authors’ English 
SO-CAL, probably 
the result of a number 
of factors, including a 
small, preliminary 
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adaptation to a new 
language. Translating 
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to result in significant 
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for original Spanish 
texts. 
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Text using expected cross 
entropy combined 
fuzzy set to do 
feature selection to 
realize a kind of 
microblog emotion 
orientation analyzing 
algorithm based on 
Tibetan and Chinese 
mixed text. The 
experimental results 
showed the method 
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performance in 
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mixed Microblog 
orientation analysis. 
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SVM) are 
investigated on a 
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indicate the IG 
performs the best for 
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performance for 
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Furthermore, the 
authors found the 
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tion of 
Domain-
oriented 
Sentime
nt 
Lexicon 

The authors’ theory 
verifies the  
convergence property 
of the proposed 
method. The 
empirical results also 
support the authors’ 
theoretical analysis. 
In their experiment, it 
is shown the 
proposed method 
greatly outperforms 
the baseline methods 
in the task of 
building out-of-
domain sentiment 
lexicon. 

In this study, only the 
mutual information 
measure is employed 
to measure the three 
kinds of relationship. 
In order to show the 
robustness of the 
framework, the 
authors’ future effort 
is to investigate how 
to integrate more 
measures into this 
framework. 

[12] Sentime
nt 
Classific
ation for 
Consum

This study adopts 
three supervised 
learning approaches 
and a web-based 
semantic orientation 

No Mention 
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er Word-
of-
Mouth in 
Chinese: 
Compari
son 
between 
Supervis
ed and 
Unsuper
vised 
Approac
hes 

approach, PMI-IR, to 
Chinese reviews. The 
results show the 
SVM outperforms 
naive bayes and N-
gram model on 
various sizes of 
training examples, 
but does not 
obviously exceeds 
the semantic 
orientation approach 
when the number of 
training examples is 
smaller than 300. 

[13] Modifyi
ng SO-
PMI for 
Japanese 
Weblog 
Opinion 
Mining 
by Using 
a 
Balancin
g Factor 
and 
Detectin
g 
Neutral 
Expressi
ons 

After these 
modifications, the 
authors Achieved a 
well-balanced result: 
both positive and 
negative Accuracy 
exceeded 70%. This 
shows the authors’ 
proposed approach 
not only adapted the 
SO-PMI for 
Japanese, but also 
modified it to analyze 
Japanese opinions 
more effectively. 

In the future, the 
authors will evaluate 
different choices of 
words for the sets of 
positive and negative 
reference words. The 
authors also plan to 
appraise their 
proposal on other 
languages. 

[14] In this 
survey, 
the 
authors 
empirica
lly 
evaluate 
the 
performa
nce of 
different 
corpora 
in 
sentimen
t 
similarit
y 
measure
ment, 
which is 
the 
fundame
ntal task 
for word 
polarity 
classific
ation. 

Experiment results 
show the Twitter data 
can Achieve a much 
better performance 
than the Google, 
Web1T and 
Wikipedia based 
methods. 

No Mention 

[15] Adjectiv
e-Based  
Estimati
on  of  
Short  
Sentence
’s 
Impressi

The  adjectives  are  
ranked  and  top  na  
adjectives  are 
considered as an 
output of system.  
For example, the 
experiments  were  
carried out and got 

In  the authors’  
future  work,  they  
will  improve  more  
in  the  tasks  of  
keyword  extraction  
and  semantic 
similarity methods to 
make the proposed 

on fairly good results. 
With the input  “it is  
snowy”, the results 
are  white  (0.70),  
light  (0.49),  cold  
(0.43),  solid (0.38), 
and scenic (0.37) 

system working well 
with complex inputs. 

[16] Jaccard 
Index 
based 
Clusterin
g 
Algorith
m for 
Mining 
Online 
Review 

In this work, the 
problem of predicting 
sales performance 
using sentiment  
information  mined  
from  reviews  is  
studied  and  a novel  
JIBCA  Algorithm  is  
proposed  and  
mathematically 
modeled.  The  
outcome  of  this  
generates  knowledge  
from mined data the 
can be useful for 
forecasting sales. 

For  future work, by 
using this  
framework, it can 
extend it to  
predicting sales  
performance  in  the  
other  domains  like  
customer electronics,  
mobile  phones,  
computers  based  on  
the  user reviews 
posted on the 
websites, etc. 

[17] Twitter 
sentimen
t 
classific
ation for 
measurin
g public 
health 
concerns 

Based on the number 
of tweets classified as 
Personal Negative, 
the authors compute 
a Measure of 
Concern (MOC) and 
a timeline of the 
MOC. We attempt to 
correlate peaks of the 
MOC timeline to the 
peaks of the News 
(Non-Personal) 
timeline. The 
authors’ best 
Accuracy results are 
Achieved using the 
two-step method with 
a Naïve Bayes 
classifier for the 
Epidemic domain 
(six datasets) and the 
Mental Health 
domain (three 
datasets). 

No Mention 

[18] Ensembl
e of 
Classific
ation 
algorith
ms for 
Subjecti
vity and 
Sentime
nt 
Analysis 
of 
Arabic 
Custome
rs' 
Reviews 

The experimental 
results show the 
ensemble of the 
classifiers improves 
the classification 
effectiveness in terms 
of macro-F1 for both 
levels. The best 
results obtained from 
the subjectivity 
analysis and the 
sentiment 
classification in 
terms of macro-F1 
are 97.13% and 
90.95% respectively. 

 

 

No Mention 
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[19] Automat
ic 
Construc
tion of 
Financia
l 
Semanti
c 
Orientati
on 
Lexicon 
from 
Large-
Scale 
Chinese 
News 
Corpus 

Semantic orientation 
lexicon of positive 
and negative words is 
indispensable for 
sentiment analysis. 
However, many 
lexicons are manually 
created by a small 
number of human 
subjects, which are 
susceptible to high 
cost and bias. In this 
survey, the authors 
propose a novel idea 
to construct a 
financial semantic 
orientation lexicon 
from large-scale 
Chinese news corpus 
automatically ... 

No Mention 

[20] Sentime
nt 
Classific
ation in 
Under-
Resourc
ed 
Languag
es Using 
Graph-
based 
Semi-
supervis
ed 
Learning 
Methods 

In particular, the 
authors found the 
choosing initially 
labeled vertices in 
HAcordance with 
their degree and 
PageRank score can 
improve the 
performance. 
However, pruning 
unreliable edges will 
make things more 
difficult to predict. 
The authors believe 
the other people who 
are interested in this 
field can benefit from 
their empirical 
findings. 

As future work, first, 
the authors will 
attempt to use a 
sophisticated 
approach to induce 
better sentiment 
features. The authors 
consider such 
elaborated features 
improve the 
classification 
performance, 
especially in the book 
domain. The authors 
also plan to exploit a 
much larger amount 
of unlabeled data to 
fully take advantage 
of SSL algorithms 

[21] A text-
mining 
approach 
and 
combine 
it with 
semantic 
network 
analysis 
tools 

In summary, the 
authors hope the text-
mining and derived 
market-structure 
analysis presented in 
this paper provides a 
first step in exploring 
the extremely large, 
rich, and useful body 
of consumer data 
readily available on 
Web 2.0. 

No Mention 

[22] Sentime
nt 
Classific
ation in 
Resourc
e-Scarce 
Languag
es by 
using 
Label 
Propagat
ion 

The authors 
compared our method 
with supervised 
learning and semi-
supervised learning 
methods on real 
Chinese reviews 
classification in three 
domains. 
Experimental results 
demonstrated the 
label propagation 
showed a competitive 
performance against 
SVM or Transductive 
SVM with best 

The authors plan to 
further improve the 
performance of LP in 
sentiment 
classification, 
especially when the 
authors only Have a 
small number of 
labeled seeds. The 
authors will exploit 
the idea of restricting 
the label propagating 
steps when the 
available labeled data 
is quite small. 

hyper-parameter 
settings. Considering 
the difficulty of 
tuning hyper-
parameters in a 
resourcescarce 
setting, the stable 
performance of 
parameter-free label 
propagation is 
promising. 

[28] A 
Vietnam
ese 
adjective 
emotion 
dictionar
y based 
on 
exploitat
ion of 
Vietnam
ese 
language 
chracteri
stics 

The Vietnamese 
adjectives often bear 
emotion which 
values (or semantic 
scores) are not fixed 
and are changed 
when they appear in 
different contexts of 
these phrases. 
Therefore, if the 
Vietnamese 
adjectives bring 
sentiment and their 
semantic values (or 
their sentiment 
scores) are not 
changed in any 
context, then the 
results of the emotion 
classification are not 
high Accuracy. The 
authors propose 
many rules based on 
Vietnamese language 
chracteristics to 
determine the 
emotional values of 
the Vietnamese 
adjective phrases 
bearing sentiment in 
specific contexts. The 
authors’ Vietnamese 
sentiment adjective 
dictionary is widely 
used in applications 
and researches of the 
Vietnamese semantic 
classification. 

not calculating all 
Vietnamese words 
completely; not 
identifying all 
Vietnamese adjective 
phrases fully, etc. 

[29] A 
Valences
-
Totaling 
Model 
for 
English 
Sentime
nt 
Classific
ation 

The authors present a 
full range of English 
sentences; thus, the 
emotion expressed in 
the English text is 
classified with more 
precision. The 
authors new model is 
not dependent on a 
special domain and 
training data set—it 
is a domain-
independent 
classifier. The 
authors test our new 
model on the Internet 
data in English. The 
calculated valence 
(and polarity) of 

It Has low Accuracy; 
it misses many 
sentiment-bearing 
English words; it 
misses many 
sentiment-bearing 
English phrases 
because sometimes 
the valence of a 
English phrase is not 
the total of the 
valences of the 
English words in this 
phrase; it misses 
many English 
sentences which are 
not processed fully; 
and it misses 
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English semantic 
words in this model 
is based on many 
documents on 
millions of English 
Web sites and 
English social 
networks. 

many English 
documents which are 
not processed fully. 

[30] Shifting 
Semanti
c Values 
of 
English 
Phrases 
for 
Classific
ation 

The results of the 
sentiment 
classification are not 
high Accuracy if the 
English phrases bring 
the emotions and 
their semantic values 
(or their sentiment 
scores) are not 
changed in any 
context. For those 
reasons, the authors 
propose many rules 
based on English 
language grammars 
to calculate the 
sentimental values of 
the English phrases 
bearing emotion in 
their specific 
contexts. The results 
of this work are 
widely used in 
applications and 
researches of the 
English semantic 
classification. 

This survey is only 
applied to the English 
adverb phrases. The 
proposed model is 
needed to research 
more and more for 
the different types of 
the English words 
such as English noun, 
English adverbs, etc 

[31] A 
Valence-
Totaling 
Model 
for 
Vietnam
ese 
Sentime
nt 
Classific
ation 

The authors Have 
used the VTMfV to 
classify 30,000 
Vietnamese 
documents which 
include the 15,000 
positive Vietnamese 
documents and the 
15,000 negative 
Vietnamese 
documents. The 
authors Have 
Achieved Accuracy 
in 63.9% of the 
authors’ Vietnamese 
testing data set. 
VTMfV is not 
dependent on the 
special domain. 
VTMfV is also not 
dependent on the 
training data set and 
there is no training 
stage in this VTMfV. 
From the authors’ 
results in this work, 
our VTMfV can be 
applied in the 
different fields of the 
Vietnamese natural 
language processing. 
In addition, the 
authors’ TCMfV can 

it Has a low 
Accuracy. 

be applied to many 
other languages such 
as Spanish, Korean, 
etc. It can also be 
applied to the big 
data set sentiment 
classification in 
Vietnamese and can 
classify millions of 
the Vietnamese 
documents 

[32] Semanti
c 
Lexicons 
of 
English 
Nouns 
for 
Classific
ation 

The proposed rules 
based on English 
language grammars 
to  calculate  the  
sentimental values of  
the  English phrases 
bearing emotion in 
their  specific 
contexts. The results 
of the sentiment 
classification are not 
high Accuracy if the 
English phrases bring 
the emotions and 
their semantic values 
(or  their  sentiment  
scores)  are  not  
changed  in  any  
context.  The  
valences  of  the  
English  words  (or  
the  English  phrases)  
are identified  by  
using Tanimoto  
Coefficient (TC) 
through  the  Google  
search  engine  with  
AND  operator  and  
OR  operator.  The 
emotional values of 
the English noun 
phrases are based on 
the English 
grammars (English 
language 
chracteristics) 

This survey is only 
applied in the English 
noun phrases. The 
proposed model is 
needed to research 
more and more about 
the different types of 
the English words 
such as English 
English adverbs, etc. 

Our 
wor

k 

-GOWER-2 coefficient (HA) through the Google search 
engine with AND operator and OR operator. 
-We use the Gower-2 Coefficient (HA) and the Genetic 
Algorithm (GA) with the fitness function (FF) which is the 
Fitness-proportionate Selection (FPS) to classify one 
document of the testing data set into either the positive 
polarity or the negative polarity in both the sequential 
environment and the distributed system. 
The advantages and disadvantages of this survey are shown 
in the Conclusion section. 
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Table 3: Comparisons of our model’s results with the works 
related to the GOWER-2 coefficient (HA) in [39-44]. 

Stud
ies 

P
M
I 

J
M 

G
O
W
ER
-2 

coe
ffic
ien
t 

(H
A) 

Langu
age 

SD DT Sent
ime
nt 

Clas
sific
atio

n 

[39] Y
es 

Y
es 

Ye
s 

English N
M 

N
M 

No 
ment
ion 

[40] N
o 

N
o 

Ye
s 

NM N
M 

N
M 

No 
ment
ion 

[41] N
o 

N
o 

Ye
s 

NM N
M 

N
M 

No 
ment
ion 

[42] N
o 

N
o 

Ye
s 

NM N
M 

N
M 

No 
ment
ion 

[43] N
o 

N
o 

Ye
s 

NM N
M 

N
M 

No 
ment
ion 

[44] N
o 

N
o 

Ye
s 

NM N
M 

N
M 

No 
ment
ion 

Our 
wor

k 

N
o 

N
o 

Ye
s 

English 
Langua

ge 

Ye
s 

Ye
s 

Yes 

 

Table 4: Comparisons of our model’s benefits and 
drawbacks with the studies related to the GOWER-2 

coefficient (HA) in [39-44]. 
Survey

s 
Approach Benefits Draw

backs 

[39] A Survey of 
Binary 
Similarity 
and Distance 
Measures 

Applying appropriate 
measures results in more 
Accurate data analysis. 
Notwithstanding, few 
comprehensive surveys 
on binary measures Have 
been conducted. Hence 
the authors collected 76 
binary similarity and 
distance measures used 
over the last century and 
reveal their correlations 
through the hierarchical 
clustering technique 

No 
menti
on 

[40] Genomic 
Similarity 
and Kernel 
Methods II: 
Methods for 
Genomic 
Information 

Although it is difficult to 
create a cook book of 
kernels for genetic 
studies, useful guidelines 
can be gleaned from a 
variety of novel 
published approaches. 
The authors review some 
novel developments of 
kernels for specific 

No 
menti
on 

analyses and speculate on 
how to build kernels for 
complex genomic 
attributes based on 
publically available data. 
The creativity of analysts, 
with rigorous evaluations 
by applications to real 
and simulated data, will 
ultimately provide a 
much stronger array of 
kernel ‘tools’ for genetic 
analyses. 

[41] Global 
pattern of 
NPP to GPP 
ratio derived 
from 
MODIS 
data: effects 
of ecosystem 
type, 
geographical 
location and 
climate 

The NPP/GPP ratio 
exhibited a pattern 
depending on the main 
climatic characteristics 
such as temperature and 
precipitation and 
geographical factors such 
as latitude and altitude. 
The findings of this 
research challenge the 
widely held assumption 
that the NPP/GPP ratio is 
consistent regardless of 
ecosystem type 

No 
menti
on 

[42] Social 
inequalities 
and health 
status in 
western 
Germany 

In western Germany, 
despite a health system 
with almost free access 
for the general 
population, strong social 
class inequalities exist for 
many diseases. These 
inequalities cannot be 
explained by social class 
differences in smoking, 
obesity or Pattern A 
behaviour. More research 
is needed to identify 
underlying causes for 
these persistent social 
inequalities in health 
status 

No 
menti
on 

[43] Growth 
hormone 
treatment in 
boys with 
Duchenne 
muscular 
dystrophy 
and 
glucocorticoi
d-induced 
growth 
failure 

The rate of weight gain 
was unchanged, at 2.8 ± 
0.6 kg/year pre-growth 
hormone and 2.6 ± 0.7 
kg/year at 1 year. Motor 
function decline was 
similar pre-growth 
hormone and at 1 year. 
Cardiopulmonary 
function was unchanged. 
Three experienced side 
effects. In this first 
comprehensive report of 
growth hormone in 
Duchenne muscular 
dystrophy, growth 
hormone improved 
growth at 1 year, without 
detrimental effects 
observed on 
neuromuscular and 
cardiopulmonary 

No 
menti
on 
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function. 

[44] Induction of 
Erythroid 
Differentiati
on in K562 
Cells by 
Inhibitors of 
Inosine 
Monophosph
ate 
Dehydrogena
se 

Studies with isoelectric 
focusing, globin chain 
analyses, and 
immunochemical assays 
indicated that both Aγ 
and Gγ were detected and 
that the hemoglobin 
produced in the ribavirin-
treated cells consisted of 
approximately 60% fetal 
hemoglobin and its 
acetylated equivalents. 
The adult-type α globin 
was found, while no β 
globin chains were 
demonstrated. Thus, 
accumulation of fetal 
hemoglobin and 
production of α globin 
chain in ribavirin-treated 
cells are different from 
the pattern of 
hemoglobins induced by 
hemin. 

No 
menti
on 

Our 
work 

-GOWER-2 coefficient (HA) through the Google 
search engine with AND operator and OR operator. 
-We use the Gower-2 Coefficient (HA) and the 
Genetic Algorithm (GA) with the fitness function 
(FF) which is the Fitness-proportionate Selection 
(FPS) to classify one document of the testing data 
set into either the positive polarity or the negative 
polarity in both the sequential environment and the 
distributed system. 
The advantages and disadvantages of this survey are 
shown in the Conclusion section. 

 

Table 5: The results of the English documents in the 
testing data set.  

 
Testing 
Dataset 

Correct 
Classification 

Incorrect 
Classification 

Negative 4,000,000 3,534,727 465,273 

Positive 4,000,000 3,514,873 485,127 

Summary 8,000,000 7,049,600 950,400 

 
 

Table 6: The Accuracy of our new model for the English 
documents in the testing data set. 

Proposed Model Class Accuracy 

Our new model 
Negative 

87.12 % 

Positive 

 
Table 7: Average time of the classification of our new 
model for the English documents in testing data set. 

 

Average time of the 
classification 

/8,000,000 English 
documents. 

The Gower-2 Coefficient 
(HA) and the Genetic 
Algorithm (GA) with the 
fitness function (FF) which 
is the Fitness-proportionate 
Selection (FPS) in the 
sequential environment 

41,648,984 seconds  

The Gower-2 Coefficient 
(HA) and the Genetic 
Algorithm (GA) with the 
fitness function (FF) which 
is the Fitness-proportionate 
Selection (FPS) in the 
Cloudera distributed system 
with 3 nodes 

12,549,661 seconds 

The Gower-2 Coefficient 
(HA) and the Genetic 
Algorithm (GA) with the 
fitness function (FF) which 
is the Fitness-proportionate 
Selection (FPS) in the 
Cloudera distributed system 
with 6 nodes 

7,074,830  seconds 

The Gower-2 Coefficient 
(HA) and the Genetic 
Algorithm (GA) with the 
fitness function (FF) which 
is the Fitness-proportionate 
Selection (FPS) in the 
Cloudera distributed system 
with 9 nodes 

4,649,887  seconds 

 
Table 8: Comparisons of our model’s results with the 
works related the genetic algorithm (GA) in [45-49]. 

Clustering technique: CT. 
Parallel network system: PNS (distributed system). 
Special Domain: SD. 
Depending on the training data set: DT. 
Vector Space Model: VSM 
No Mention: NM 
English Language: EL. 

Stud
ies 

H
A 

C
T 

Se
nti
me
nt 
Cl
ass
ific
ati
on 

PNS SD DT Lang
uage 

[45] N
o 

N
o 

No No Yes No EL 

[46] N
o 

N
o 

Ye
s 

No Yes No EL 

[47] N
o 

N
o 

Ye
s 

No Yes Yes EL 

[48] N
o 

N
o 

Ye
s 

No Yes Yes EL 

[49] N
o 

N
o 

Ye
s 

No Yes Yes EL 

Our 
wor

k 

Y
e
s 

Y
e
s 

Ye
s 

Yes Yes Yes EL 
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Table 9: Comparisons of our model’s advantages and 
disadvantages with the works related to the genetic 

algorithm (GA) in [45-49]. 
Rese
arch

es 

Approach Advantages Disad
vanta

ges 
[45] Genetic 

algorithms 
This study  is  meant  to  
be  a  practical  guide  for  
practitioners, not,  say.  a  
textbook  for  a  Machine  
Learning  course.  As  a  
high-level  introduction,  
the tutorial  serves  this  
purpose  well,  and  is  
strongly  supplemented  by  
the  case  studies.  The 
survey  is  clearly  written  
and  enjoyable  to  read,  
and,  short  of  hiring  
Davis  himself  as  a 
consultant,  reading  his  
work  is  probably  the  
quickest  and  easiest  way  
to  get  off  the  ground  for  
a  first  real  GA  
application. 

No 
menti
on 

[46] Bundle block 
detection 
using 
differential 
evolution 
and 
levenberg 
marquardt 
neural 
network 

The classification accuracy 
by the DE with LMNN 
was 99.1% for the 
detection of BBB. The 
proposed results Have 
shown the DE method can 
extract more relevant 
features than the other 
methods in the literature 
with highest classification 
accuracy for the detection 
of BBB. 

No 
menti
on 

[47] A hybrid 
approach 
based on 
stocHastic 
competitive 
Hopfield 
neural 
network and 
efficient 
genetic 
algorithm for 
frequency 
assignment 
problem 

In this survey, the authors 
first propose five optimal 
strategies to build an 
efficient genetic algorithm. 
Then the authors explore 
three hybridizations 
between SCHNN and EGA 
to discover the best hybrid 
algorithm. The authors 
believe the comparison can 
also be helpful for 
hybridizations between 
neural networks and other 
evolutionary algorithms 
such as the particle swarm 
optimization algorithm, the 
artificial bee colony 
algorithm, etc. In the 
experiments, the authors’ 
hybrid algorithm obtains 
better or comparable 
performance than other 
algorithms on 5 benchmark 
problems and 12 large 
problems randomly 
generated. Finally, the 
authors show the authors’ 
hybrid algorithm can 
obtain good results with a 
small size population. 

No 
menti
on 

[48] Balancing of In this study, dynamic No 

Planar 
MecHAnism
s HAving 
Imperfect 
Joints Using 
Neural 
Network-
Genetic 
Algorithm 
(NN-GA) 
Approach 

response of mecHAnism 
HAving revolute joints 
with clearance is 
investigated. A four-bar 
mecHAnism HAving two 
revolute joints with 
clearance is considered as 
a model mecHAnism. A 
neural network was used to 
model several 
chracteristics of joint 
clearance. Kinematic and 
dynamic analyses were 
achieved using continuous 
contact mode between 
journal and bearing. A 
genetic algorithm was also 
used to determine the 
appropriate values of 
design variables for 
reducing the additional 
vibration effects due 
primarily to the joint 
clearance. The results 
show the optimum 
adjusting of suitable design 
variables gives a certain 
decrease in sHAking forces 
and their moments on the 
mecHAnism frame. 

menti
on 

[49] Genetic 
algorithm 
trajectory 
plan 
optimization 
for EAMA: 
EAST 
Articulated 
Maintenance 
Arm. Fusion 
Engineering 
and Design 

This survey presents a 
trajectory optimization 
method which aims to 
pursue the 7-DOF 
articulated arm a stable 
movement, which keeps 
the mounted inspection 
camera anti-vibration. 
Based on dynamics 
analysis, trajectory 
optimization algorithm 
adopts multi-order 
polynomial interpolation in 
joint space and high order 
geometry Jacobian 
transform. The object of 
optimization algorithm is 
to suppress end-effector 
movement vibration by 
minimizing jerk RMS (root 
mean square) value. The 
proposed solution Has 
such chracteristics which 
can satisfy kinematic 
constraints of EAMA's 
motion and ensure the arm 
running under the absolute 
values of velocity, 
acceleration and jerk 
boundaries. GA (genetic 
algorithm) is employed to 
find global and robust 
solution for this problem. 
 
 
 
 
 
 

No 
menti
on 
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Our 
wor

k 

-GOWER-2 coefficient (HA) through the Google 
search engine with AND operator and OR operator. 
-We use the Gower-2 Coefficient (HA) and the 
Genetic Algorithm (GA) with the fitness function 
(FF) which is the Fitness-proportionate Selection 
(FPS) to classify one document of the testing data set 
into either the positive polarity or the negative 
polarity in both the sequential environment and the 
distributed system. 
The advantages and disadvantages of this survey are 
shown in the Conclusion section. 

 
Table 10: Comparisons of our model’s results with the 
Fitness-proportionate Selection (FPS) in [50-54]. 

Stud
ies 

H
A 

C
T 

Se
nti
me
nt 
Cl
ass
ific
ati
on 

PNS SD DT Langu
age 

[50] N
o 

N
o 

No No Yes No EL 

[51] N
o 

N
o 

Ye
s 

No Yes No EL 

[52] N
o 

N
o 

Ye
s 

No Yes Yes EL 

[53] N
o 

N
o 

Ye
s 

No Yes Yes EL 

[54] N
o 

N
o 

Ye
s 

No Yes Yes EL 

Our 
wor

k 

Y
e
s 

Y
es 

Ye
s 

Yes Yes Yes EL 

 

Table 11: Comparisons of our model’s advantages and 
disadvantages with the Fitness-proportionate Selection 

(FPS) in [50-54]. 
Rese
arch

es 

Approach Advantages Disa
dva
ntag

es 
[50] Automatic 

design and 
manufacture 
of robotic 
lifeforms 

Few robots are available 
because these costs must 
be absorbed through mass 
production, which is 
justified only for toys, 
weapons and industrial 
systems such as automatic 
teller machines. Here the 
authors report the results of 
a combined computational 
and experimental approach 
in which simple 
electromechanical systems 
are evolved through 
simulations from basic 
building blocks (bars, 
actuators and artificial 
neurons); the 'fittest' 
machines (defined by their 
locomotive ability) are 
then fabricated robotically 
using rapid manufacturing 

No 
ment
ion 

technology. The authors 
thus achieve autonomy of 
design and construction 
using evolution in a 
'limited universe' physical 
simulation coupled to 
automatic fabrication. 

[51] Multiobjecti
ve 
optimization 
using 
evolutionary 
algorithms 
— A 
comparative 
case study 

In this survey an extensive, 
quantitative comparison is 
presented, applying four 
multiobjective 
evolutionary algorithms to 
an extended 0/1 knapsack 
problem. 

No 
ment
ion 

[52] An empirical 
comparison 
of selection 
methods in 
evolutionary 
algorithms 

Fitness proportionate 
selection suffers from 
scaling problems: a 
number of techniques to 
reduce these are illustrated. 
The sampling errors caused 
by roulette wheel and 
tournament selection are 
demonstrated. The EP 
selection model is shown 
to be equivalent to an ES 
model in one form, and 
surprisingly similar to 
fitness proportionate 
selection in another. 
Generational models are 
shown to be remarkably 
immune to evaluation 
noise, models that retain 
parents much less so. 

No 
ment
ion 

[53] Genetic 
Algorithms, 
Selection 
Schemes, 
and the 
Varying 
Effects of 
Noise 

The selection schemes 
modeled in this paper 
include proportionate 
selection, tournament 
selection, (μ, λ) selection, 
and linear ranking 
selection. An allele-wise 
model for convergence in 
the presence of noise is 
developed for the OneMax 
domain, and then extended 
to more complex domains 
where the building blocks 
are uniformly scaled. 
These models are shown to 
accurately predict the 
convergence rate of GAs 
for a wide range of noise 
levels. 

No 
ment
ion 

[54] The 
enhanced 
genetic 
algorithms 
for the 
optimization 
design 

As the results of the 
proven systems show, the 
hybrid genetic algorithm 
can determines the better 
optimum design than the 
traditional optimization 
algorithms and genetic 
algorithm. The interval 
genetic algorithm and 
hybrid interval genetic 
algorithm can avoid 
calculating system slope in 
traditional interval analysis 
and determines the 

No 
ment
ion 
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optimum interval range of 
the parameters under 
allowable corresponding 
objective error boundary. It 
is the first time that genetic 
algorithm has been applied 
to interval optimization 
process. 

Our 
wor

k 

-GOWER-2 coefficient (HA) through the Google 
search engine with AND operator and OR operator. 
-We use the Gower-2 Coefficient (HA) and the 
Genetic Algorithm (GA) with the fitness function 
(FF) which is the Fitness-proportionate Selection 
(FPS) to classify one document of the testing data 
set into either the positive polarity or the negative 
polarity in both the sequential environment and the 
distributed system. 
The advantages and disadvantages of this survey are 
shown in the Conclusion section. 

 
Table 12: Comparisons of our model with the latest 

sentiment classification models (or the latest sentiment 
classification methods) in [55-65] 

Stud
ies 

H
A 

C
T 

Se
nti
me
nt 
Cl
ass
ific
ati
on 

PNS SD DT Lan
gua
ge 

[55] N
o 

N
o 

Ye
s 

NM Yes Yes Yes 

[56] N
o 

N
o 

Ye
s 

NM Yes Yes NM 

[57] N
o 

N
o 

Ye
s 

NM Yes Yes EL 

[58] N
o 

N
o 

Ye
s 

NM Yes Yes NM 

[59] N
o 

N
o 

Ye
s 

No No No EL 

[60] N
o 

N
o 

Ye
s 

No No No EL 

Our 
wor

k 

Y
e
s 

Y
es 

Ye
s 

Yes Yes Yes Yes 

 

 

Table 13: Comparisons of our model’s positives and 
negatives the latest sentiment classification models (or 
the latest sentiment classification methods) in [55-65] 
Stud
ies 

Approac
h 

Positives Negativ
es 

[55] The 
Machine 
Learning 
Approach
es 
Applied to 
Sentiment 
Analysis-
Based 
Applicatio
ns 

The main empHasis of 
this survey is to 
discuss the research 
involved in applying 
machine learning 
methods, mostly for 
sentiment 
classification at 
document level. 
Machine learning-
based approaches work 

No 
mention 

in the following 
phases, which are 
discussed in detail in 
this work for sentiment 
classification: (1) 
feature extraction, (2) 
feature weighting 
schemes, (3) feature 
selection, and (4) 
machine-learning 
methods. This study 
also discusses the 
standard free 
benchmark datasets 
and evaluation 
methods for sentiment 
analysis. The authors 
conclude the research 
with a comparative 
study of some state-of-
the-art methods for 
sentiment analysis and 
some possible future 
research directions in 
opinion mining and 
sentiment analysis. 

[56] Semantic 
Orientatio
n-Based 
Approach 
for 
Sentiment 
Analysis 

This approach initially 
mines sentiment-
bearing terms from the 
unstructured text and 
further computes the 
polarity of the terms. 
Most of the sentiment-
bearing terms are 
multi-word features 
unlike bag-of-words, 
e.g., “good movie,” 
“nice 
cinematography,” 
“nice Actors,” etc. 
Performance of 
semantic orientation-
based approach Has 
been limited in the 
literature due to 
inadequate coverage of 
multi-word features. 

No 
mention 

[57] Exploiting 
New 
Sentiment
-Based 
Meta-
Level 
Features 
for 
Effective 
Sentiment 
Analysis 

Experiments 
performed with a 
substantial number of 
datasets (nineteen) 
demonstrate the 
effectiveness of the 
proposed sentiment-
based meta-level 
features is not only 
superior to the 
traditional bag-of-
words representation 
(by up to 16%) but 
also is also superior in 
most cases to state-of-
art meta-level features 
previously proposed in 
the literature for text 
classification tasks the 
do not take into 
Account any 
idiosyncrasies of 

A line of 
future 
research 
would be 
to 
explore 
the 
authors’ 
meta 
features 
with 
other 
classific
ation 
algorith
ms and 
feature 
selection 
techniqu
es in 
different 
sentimen
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sentiment analysis. 
The authors’ proposal 
is also largely superior 
to the best lexicon-
based methods as well 
as to supervised 
combinations of them. 
In fact, the proposed 
approach is the only 
one to produce the best 
results in all tested 
datasets in all 
scenarios. 

t 
analysis 
tasks 
such as 
scoring 
movies 
or 
products 
accordin
g to their 
related 
reviews. 

[58] Rule-
Based 
Machine 
Learning 
Algorithm
s 
 

The proposed 
approach is tested by 
experimenting with 
online books and 
political reviews and 
demonstrates the 
efficiency through 
Kappa measures, 
which Have a higher 
Accuracy of 97.4% 
and a lower error rate. 
The weighted average 
of different Accuracy 
measures like 
Precision, Recall, and 
TP-Rate depicts higher 
efficiency rate and 
lower FP-Rate. 
Comparative 
experiments on various 
rule-based machine 
learning algorithms 
Have been performed 
through a ten-fold 
cross validation 
training model for 
sentiment 
classification. 

No 
mention 

[59] The 
Combinati
on of 
Term-
Counting 
Method 
and 
EnHAnce
d 
Contextua
l Valence 
Shifters 
Method 

The authors Have 
explored different 
methods of improving 
the Accuracy of 
sentiment 
classification. The 
sentiment orientation 
of a document can be 
positive (+), negative 
(-), or neutral (0). The 
authors combine five 
dictionaries into a new 
one with 21,137 
entries. The new 
dictionary Has many 
verbs, adverbs, phrases 
and idioms the were 
not in five dictionaries 
before. The study 
shows the authors’ 
proposed method 
based on the 
combination of Term-
Counting method and 
EnHAnced Contextual 
Valence Shifters 
method Has improved 
the accuracy of 

No 
mention 

sentiment 
classification. The 
combined method Has 
accuracy 68.984% on 
the testing dataset, and 
69.224% on the 
training dataset. All of 
these methods are 
implemented to 
classify the reviews 
based on our new 
dictionary and the 
Internet Movie 
Database data set. 

[60] Naive  
Bayes  
Model  
with N-
GRAM  
Method,  
Negation  
HAndling  
Method, 
Chi-
Square 
Method 
and Good-
Turing 
Discounti
ng, etc. 

The authors Have  
explored the Naive  
Bayes  model  with N-
GRAM  method,  
Negation  HAndling  
method, Chi-Square 
method and Good-
Turing Discounting  by  
selecting  different  
thresholds  of Good-
Turing  Discounting  
method  and  different 
minimum  frequencies  
of  Chi-Square  method  
to improve the 
Accuracy of sentiment 
classification. 

No 
Mention 

Our 
wor

k 

-GOWER-2 coefficient (HA) through the Google 
search engine with AND operator and OR 
operator. 
-We use the Gower-2 Coefficient (HA) and the 
Genetic Algorithm (GA) with the fitness function 
(FF) which is the Fitness-proportionate Selection 
(FPS) to classify one document of the testing data 
set into either the positive polarity or the negative 
polarity in both the sequential environment and 
the distributed system. 
The positives and negatives of the proposed 
model are given in the Conclusion section. 
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APPENDIX OF CODE 
 
ALGORITHM 1: Creating a basis English sentiment 
dictionary (bESD) in a sequential environment 
ALGORITHM 2: implementing the Hadoop map phase 
of creating a basis english sentiment dictionary (besd) in 
a distributed environment 
ALGORITHM 3: performing the Hadoop reduce phase of 
creating a basis english sentiment dictionary (besd) in a 
distributed environment 
ALGORITHM 4: encrypting one sentiment lexicon 
(comprising the content and the valence) to a binary array 
in the sequential environment 
ALGORITHM 5: encoding one sentence in English to a 
binary array in the sequential system 
ALGORITHM 6: encrypting all the positive sentences of 
the training data set to the bit arrays based on the bit 
arrays of the sentiment lexicons of the besd in the 
sequential system 
ALGORITHM 7: encoding all the negative sentences of 
the training data set to the bit arrays based on the bit 
arrays of the sentiment lexicons of the besd in the 
sequential system 
ALGORITHM 8: transferring one document of the 
testing data set into the bit arrays of the document in the 
sequential system 
ALGORITHM 9: Genetic Algorithm in the sequential 
environment. 
ALGORITHM 10: clustering one document of the testing 
data set into either the positive bit array group or the 
negative bit array group of the training data set using the 
ga with the FPS in the sequential environment 
ALGORITHM 11: clustering the documents of the 
testing data set into either the positive or the negative in 
the sequential environment 
ALGORITHM 12:    implementing the Hadoop map 
phase of encrypting one sentiment lexicon (comprising 
the content and the valence) to a binary array in the 
distributed network environment 
ALGORITHM 13:    performing the Hadoop reduce 
phase of encrypting one sentiment lexicon (comprising 
the content and the valence) to a binary array in the 
distributed network environment 
ALGORITHM 14:    performing the Hadoop map phase 
of encoding one sentence in english to a binary array in 
the parallel system 
ALGORITHM 15:    implementing the Hadoop reduce of 
encoding one sentence in english to a binary array in the 
parallel system 
ALGORITHM 16:    encrypting all the positive sentences 
of the training data set to the bit arrays based on the bit 
arrays of the sentiment lexicons of the bESD to perform 
the Hadoop map phase of this stage in the distributed 
environment, called the positive bit array group 
ALGORITHM 17:    encrypting all the positive sentences 
of the training data set to the bit arrays based on the bit 
arrays of the sentiment lexicons of the bESD to perform 
the Hadoop reduce phase in the parallel system, called 
the positive bit array group 
ALGORITHM 18:    encrypting all the negative 
sentences of the training data set to negative the bit arrays 

based on the bit arrays of the sentiment lexicons of the 
bESD to perform the Hadoop map phase in the 
distributed environment, called the negative bit array 
group 
ALGORITHM 19:    encrypting all the negative 
sentences of the training data set to the bit arrays based 
on the bit arrays of the sentiment lexicons of the bESD to 
perform the Hadoop reduce phase in the parallel system, 
called the negative bit array group 
ALGORITHM 20:    performing the Hadoop map phase 
of transferring one document of the testing data set into 
the bit arrays of the document in the parallel system 
ALGORITHM 21:    performing the Hadoop reduce 
phase of transferring one document of the testing data set 
into the bit arrays of the document in the parallel system 
ALGORITHM 22:    performing the Hadoop map phase 
of clustering one bit array (corresponding to one 
sentence) of the document into either the positive bit 
array group or the negative bit array group of the training 
data set by using the ga with the FPS in the distributed 
system 
ALGORITHM 23:    performing the Hadoop reduce 
phase of clustering one bit array (corresponding to one 
sentence) of the document into either the positive bit 
array group or the negative bit array group of the training 
data set by using the ga with the FPS in the parallel 
system 
ALGORITHM 24:    performing the Hadoop map phase 
of clustering one document of the testing data set into 
either the positive bit array group or the negative bit array 
group of the training data set using the ga with the FPS in 
the distributed environment 
ALGORITHM 25:    performing the Hadoop reduce 
phase of clustering one document of the testing data set 
into either the positive bit array group or the negative bit 
array group of the training data set using the ga with the 
FPS in the parallel environment 
ALGORITHM 26:    performing the Hadoop map phase 
of clustering the documents of the testing data set into 
either the positive or the negative in the distributed 
environment 
ALGORITHM 27:    performing the Hadoop reduce 
phase of clustering the documents of the testing data set 
into either the positive or the negative in the parallel 
environment 
 
 
ALGORITHM 1: Creating a basis English sentiment 
dictionary (bESD) in a sequential environment 
Input: the 55,000 English terms; the Google search 
engine 
Output: a basis English sentiment dictionary (bESD) 
Begin  
Step 1: Set bESD := null; 
Step 2: For i = 1; i < 55,000; i++, do repeat: 
Step 3: By using eq. (8), eq. (9), and eq. (10) of the 

calculating a valence of one word (or one phrase) in 
English in the section (4.1.1), the sentiment score and 
the polarity of this term i are identified. The valence 
and the polarity are calculated by using the HA 
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through the Google search engine with AND operator 
and OR operator. 

Step 4: Add this term into bESD; 
Step 5: End Repeat – End Step 2; 
Step 6: Return bESD; 
End;   

 
 
ALGORITHM 2: implementing the Hadoop map phase 
of creating a basis english sentiment dictionary (besd) in 
a distributed environment 
Input: : the 55,000 English terms; the Google search 
engine 
Output: one term which the sentiment score and the 
polarity are identified. 
Begin  
Step 1: Each term in the 55,000 terms, do repeat: 
Step 2:  By using eq. (8), eq. (9), and eq. (10) of the 

calculating a valence of one word (or one phrase) in 
English in the section (4.1.1), the sentiment score and 
the polarity of this term are identified. The valence 
and the polarity are calculated by using the KC 
through the Google search engine with AND operator 
and OR operator. 

Step 3: Return this term; 
End;   
 
ALGORITHM 3: performing the Hadoop reduce phase 
of creating a basis english sentiment dictionary (besd) in 
a distributed environment 
Input: one term which the sentiment score and the 
polarity are identified – The output of the Hadoop Map 
phase. 
Output: a basis English sentiment dictionary (bESD) 
Begin  
Step 1: Receive this term; 
Step 2: Add this term into the basis English sentiment 

dictionary (bESD); 
Step 3: Return bESD; 
End;   
 
ALGORITHM 4: encrypting one sentiment lexicon 
(comprising the content and the valence) to a binary array 
in the sequential environment 
Input: one sentiment lexicon of the bESD 
Output: a bit array 
Begin  
Step 1: Split this term into the letters. 
Step 2: Set ABitArray := null; 
Step 3: Set Valence := Get a valence of this term based 

on the bESD; 
Step 4: Each letter in the letters, do repeat: 
Step 5: Based on the binary code of letters in English in 

[66-71], we get a bit array of this letter; 
Step 6: Add the bit array of this letter into ABitArray; 
Step 7: End Repeat – End Step 3; 
Step 8:  Based on on the transferring a decimal to a 

binary code in [72-77], we transfer the valence to a 
bit array; 

Step 9: Add this bit array into ABitArray; 

Step 10: Return ABitArray; 
End;   
 
 
ALGORITHM 5: encoding one sentence in English to a 
binary array in the sequential system 
Input: one sentence; 
Output: a bit array; 
Begin  
Step 1: Set ABitArrayOfSentence := null; 
Step 2: Split this sentence into the meaningful terms 

(meaningful word or meaningful phrase); 
Step 3: Each term in the terms, do repeat: 
Step 4: ABitArray := The algorithm 4 to encrypt one 

sentiment lexicon (comprising the content and the 
valence) to a binary array in the sequential 
environment with the input is this term; 

Step 5: Add ABitArray into ABitArrayOfSentence; 
Step 6: End Repeat – End Step 3; 
Step 7: Return ABitArrayOfSentence; 
End;   
 
ALGORITHM 6: encrypting all the positive sentences 
of the training data set to the bit arrays based on the bit 
arrays of the sentiment lexicons of the besd in the 
sequential system 
Input: all the positive sentences of the training data set 
Output: a positive bit array group; 
Begin  
Step 1: Set APositiveBitArrayGroup := null; 
Step 2: Each sentence in the positive sentences, do 

repeat: 
Step 3: ABitArray := the algorithm 5 to encode one 

sentence in English to a binary array in the sequential 
system with the input is this sentence; 

Step 4: Add ABitArray into APositiveBitArrayGroup; 
Step 5: End Repeat – End Step 2; 
Step 6: Return APositiveBitArrayGroup; 
End;   
 
ALGORITHM 7: encoding all the negative sentences of 
the training data set to the bit arrays based on the bit 
arrays of the sentiment lexicons of the besd in the 
sequential system 
Input: all the negative sentences of the training data set 
Output: a negative bit array group; 
Begin  
Step 1: Set ANegativeBitArrayGroup := null; 
Step 2: Each sentence in the positive sentences, do 

repeat: 
Step 3: ABitArray := the algorithm 5 to encode one 

sentence in English to a binary array in the sequential 
system with the input is this sentence; 

Step 4: Add ABitArray into ANegativeBitArrayGroup; 
Step 5: End Repeat – End Step 2; 
Step 6: Return ANegativeBitArrayGroup; 
End;   
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ALGORITHM 8: transferring one document of the 
testing data set into the bit arrays of the document in the 
sequential system 
Input: one document of the testing data set 
Output: the bit arrays of the document; 
Begin  
Step 1: Set TheBitArraysOfTheDocument := null; 
Step 2: Split this document into the sentences; 
Step 3: Each sentence in the sentences, do repeat: 
Step 4: ABitArray := the algorithm 5 to encode one 

sentence in English to a binary array in the sequential 
system with the input is this sentence; 

Step 5: Add ABitArray into 
TheBitArraysOfTheDocument; 

Step 6: End Repeat- End Step 3; 
Step 7: Return TheBitArraysOfTheDocument; 
End;   

 
ALGORITHM 9: Genetic Algorithm in the sequential 
environment. 
Input:  
P: the input data set includes the binary bit sequences of 
the Algorithm 3 (the binary data set table)   //initial 
//population 
Output:  
P' //improved population and it is the information to build 
decision tree 
Begin  
1. Repeat: 
2. N = |P|; 
3. P’ = {}; 
4. Repeat: 
5.  i1, i2 = select (P, Fitness); 
6.  o1, o2 = cross (i1, i2, Fitness); 
7.  o1 = mutate (o1, Fitness); 
8.  o2 = mutate (o2, Fitness); 

9.  P’ = P’ ∪  {o1, o2}; 
10.  until |P’| = N; 
11.  P = P’; 
12. Until termination criteria satisfied; // the best 
individual (cá thể) in P, according to Fitness (the 
individual Has the //highest Fitness) 
End;   

  
ALGORITHM 10: clustering one document of the 
testing data set into either the positive bit array group or 
the negative bit array group of the training data set using 
the ga with the FPS in the sequential environment 
Input: one document of the testing data set; the positive 
bit array group and the negative bit array group of the 
training data set; 
Output: the sentiments (positive, negative, or neutral) 
Begin  
Step 1: ABitArrayGroupOfOneDocument := the 

algorithm 8 to transfer one document of the testing 
data set into the bit arrays of the document in the 
sequential system with the input is this document; 

Step 2: Set count_positive := 0 and count_negative := 0; 
Step 3: Each bit array in  

ABitArrayGroupOfOneDocument, do repeat: 

Step 4: OneResult := the algorithm 9 to cluster one bit 
array (corresponding to one sentence) of the 
document into either the positive bit array group or 
the negative bit array group of the training data set by 
using the GA with the FPS in the sequential system 
with the input is this bit array, the positive bit array 
group and the negative bit array group of the training 
data set; 

Step 5: If OneResult is the positive Then count_positive 
:= count_positive + 1; 

Step 6: Else If OneResult is the negative Then 
count_negative := count_negative + 1; 

Step 7: End Repeat – End Step 3; 
Step 8: If count_positive is greater than count_negative 

Then Return positive; 
Step 9: Else If count_positive is less than count_negative 

Then Return negative; 
Step 10: Return neutral; 
End;   
 
ALGORITHM 11: clustering the documents of the 
testing data set into either the positive or the negative in 
the sequential environment 
Input: the testing data set and the training data set; 
Output: the results of the sentiment classification of the 
testing data set; 
Begin  
Step 1: The valences and the polarities of the sentiment 

lexicons of the bESD are calculated based on a basis 
English sentiment dictionary (bESD) in a sequential 
environment (4.1.2); 

Step 2: A positive bit array group := encrypt all the 
positive sentences of the training data set to the bit 
arrays based on the bit arrays of the sentiment 
lexicons of the bESD in the algorithm 6 with the 
input is the positive sentences of the training data set; 

Step 3: A negative bit array group := encode all the 
negative sentences of the training data set to the bit 
arrays based on the bit arrays of the sentiment 
lexicons of the bESD in the algorithm 7 with the 
input is the positive sentences of the training data set; 

Step 4: Set TheResultsOfTheTestingDataSet := null; 
Step 5: Each document in the documents of the testing 

data set, do repeat: 
Step 6: OneResult := the algorithm 10 to cluster one 

document of the testing data set into either the 
positive bit array group or the negative bit array 
group of the training data set using the GA with the 
FPS in the sequential environment with the input is 
this document, the positive bit array group and the 
negative bit array group; 

Step 7: Add OneResult into 
TheResultsOfTheTestingDataSet; 

Step 8: End Repeat – End Step 5; 
Step 9: Return TheResultsOfTheTestingDataSet; 
End;   
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ALGORITHM 12:    implementing the Hadoop map 
phase of encrypting one sentiment lexicon (comprising 
the content and the valence) to a binary array in the 
distributed network environment 
Input: one sentiment lexicon of the bESD 
Output: a bit array of one letter; 
Begin  
Step 1: Input this term and the bESD into the Hadoop 

Map in the Cloudera system; 
Step 2: Split this term into the letters. 
Step 3: Set Valence := Get a valence of this term based 

on the bESD; 
Step 4: Each letter in the letters, do repeat: 
Step 5: Based on the binary code of letters in English in 

[66-71], we get a bit array of this letter; 
Step 6: Return the bit array of this letter; //the output of 

the Hadoop Map 
End;   

 
 
ALGORITHM 13:    performing the Hadoop reduce 
phase of encrypting one sentiment lexicon (comprising 
the content and the valence) to a binary array in the 
distributed network environment 
Input: the bit array of this letter; //the output of the 
Hadoop Map 
Output: a bit array of the term - ABitArray; 
Begin  
Step 1: Receive the bit array of this letter; 
Step 2: Add the bit array of this letter into ABitArray; 
Step 3: If this term is full Then  
Step 4:  Based on on the transferring a decimal to a 

binary code in [72-77], we transfer the valence to a 
bit array; 

Step 5: Add this bit array into ABitArray; 
Step 6: End If – End Step 3; 
Step 7: Return ABitArray; 
End;   

 
 
ALGORITHM 14:    performing the Hadoop map phase 
of encoding one sentence in english to a binary array in 
the parallel system 
Input: one sentence; 
Output: a bit array of one term - ABitArray; 
Begin  
Step 1: Input this sentence into the Hadoop Map in the 

Cloudera system; 
Step 2: Split this sentence into the meaningful terms 

(meaningful word or meaningful phrase); 
Step 3: Each term in the terms, do repeat: 
Step 4: ABitArray := the encrypting one sentiment 

lexicon (comprising the content and the valence) to a 
binary array in the distributed network environment 
in Figure 12 with the input is this term; 

Step 5: Return ABitArray; 
End;   
 

ALGORITHM 15:    implementing the Hadoop reduce 
of encoding one sentence in english to a binary array in 
the parallel system 
Input: a bit array of one term – AbitArray – the output of 
the Hadoop Map; 
Output: a bit array of the sentence - 
ABitArrayOfSentence; 
Begin  
Step 1: Receive AbitArray; 
Step 2: Add ABitArray into ABitArrayOfSentence; 
Step 3: Return ABitArrayOfSentence; 
End;   

 
 
ALGORITHM 16:    encrypting all the positive 
sentences of the training data set to the bit arrays based 
on the bit arrays of the sentiment lexicons of the bESD to 
perform the Hadoop map phase of this stage in the 
distributed environment, called the positive bit array 
group 
Input: all the positive sentences of the training data set 
Output: ABitArray – a bit array of one sentence; 
Begin  
Step 1: Input all the positive sentences of the training 

data set into the Hadoop Map in the Cloudera system; 
Step 2: Each sentence in the positive sentences, do 

repeat: 
Step 3: ABitArray := the encoding one sentence in 

english to a binary array in the parallel system in 
Figure 13 with the input is this sentence; 

Step 4: Return ABitArray; 
End;   
 
ALGORITHM 17:    encrypting all the positive 
sentences of the training data set to the bit arrays based 
on the bit arrays of the sentiment lexicons of the bESD to 
perform the Hadoop reduce phase in the parallel system, 
called the positive bit array group 
Input: ABitArray – a bit array of one sentence; 
Output: a positive bit array group - 
APositiveBitArrayGroup; 
Begin  
Step 1: Receive ABitArray; 
Step 2: Add ABitArray into APositiveBitArrayGroup; 
Step 3: Return APositiveBitArrayGroup; 
End;   
 
ALGORITHM 18:    encrypting all the negative 
sentences of the training data set to negative the bit arrays 
based on the bit arrays of the sentiment lexicons of the 
bESD to perform the Hadoop map phase in the 
distributed environment, called the negative bit array 
group 
Input: all the negative sentences of the training data set 
Output: ABitArray – a bit array of one sentence; 
Begin  
Step 1: Input all the negative sentences of the training 

data set into the Hadoop Map in the Cloudera system; 
Step 2: Each sentence in the negative sentences, do 

repeat: 
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Step 3: ABitArray := the encoding one sentence in 
English to a binary array in the parallel system in 
Figure 13 with the input is this sentence; 

Step 4: Return ABitArray;  
End;   
 
ALGORITHM 19:    encrypting all the negative 
sentences of the training data set to the bit arrays based 
on the bit arrays of the sentiment lexicons of the bESD to 
perform the Hadoop reduce phase in the parallel system, 
called the negative bit array group 
Input: ABitArray – a bit array of one sentence; 
Output: a negative bit array group - 
ANegativeBitArrayGroup; 
Begin  
Step 1: Receive ABitArray; 
Step 2: Add ABitArray into ANegativeBitArrayGroup; 
Step 3: Return ANegativeBitArrayGroup; 
End;   
 
ALGORITHM 20:    performing the Hadoop map phase 
of transferring one document of the testing data set into 
the bit arrays of the document in the parallel system 
Input: one document of the testing data set 
Output: ABitArray - one bit array of one sentence of the 
document – the output of the Hadoop Map; 
Begin  
Step 1: Input one document of the testing data set into the 

Hadoop Map in the Cloudera system; 
Step 2: Split this document into the sentences; 
Step 3: Each sentence in the sentences, do repeat: 
Step 4: ABitArray := the encoding one sentence in 

English to a binary array in the parallel system in 
Figure 13 with the input is this sentence; 

Step 5: Return ABitArray;  
End;   
 
ALGORITHM 21:    performing the Hadoop reduce 
phase of transferring one document of the testing data set 
into the bit arrays of the document in the parallel system 
Input: ABitArray - one bit array of one sentence of the 
document – the output of the Hadoop Map; 
Output: the bit arrays of the document - 
TheBitArraysOfTheDocument; 
Begin  
Step 1:Receive ABitArray; 
Step 2: Add ABitArray into 

TheBitArraysOfTheDocument; 
Step 3: Return TheBitArraysOfTheDocument; 
End;   
 
ALGORITHM 22:    performing the Hadoop map phase 
of clustering one bit array (corresponding to one 
sentence) of the document into either the positive bit 
array group or the negative bit array group of the training 
data set by using the ga with the FPS in the distributed 
system 
Input: one bit array (corresponding to one sentence) of 
the document; the positive bit array group and the 
negative bit array group the training data set; 

Output: the bit array clustered into either the positive bit 
array group or the negative bit array group of the training 
data set. 
Begin  
Step 1: Input the bit array (corresponding to one 

sentence) of the document; the positive bit array 
group and the negative bit array group the training 
data set into the Hadoop Map in the Cloudera system; 

Step 2:  randomly initialize population(t) 
Step 3: determine fitness of population(t) 
Step 4: repeat 
Step 5:        select parents from population(t) 
Step 6:        perform crossover on parents creating 

population(t+1) 
Step 7:        perform mutation of population(t+1) 
Step 8:        determine fitness of population(t+1)  
Step 9:    until best individual is good enough  
Step 10: Return this bit array clustered into either the 

positive bit array group or the negative bit array 
group of the training data set. 

End;   
 
ALGORITHM 23:    performing the Hadoop reduce 
phase of clustering one bit array (corresponding to one 
sentence) of the document into either the positive bit 
array group or the negative bit array group of the training 
data set by using the ga with the FPS in the parallel 
system 
Input: the bit array clustered into either the positive bit 
array group or the negative bit array group of the training 
data set. 
Output: the sentiments (positive, negative, or neutral) 
Begin  
Step 1: Receive the bit array clustered into either the 

positive bit array group or the negative bit array 
group of the training data set; 

Step 2: If this bit array clustered into the positive bit array 
group Then Return positive; 

Step 3: If this bit array clustered into the negative bit 
array group Then Return negative; 

Step 4: Return neutral; 
End;   
 
ALGORITHM 24:    performing the Hadoop map phase 
of clustering one document of the testing data set into 
either the positive bit array group or the negative bit array 
group of the training data set using the ga with the FPS in 
the distributed environment 
Input: one document of the testing data set; the positive 
bit array group and the negative bit array group of the 
training data set 
Output: OneResult – the sentiment classification of one 
bit array of the document – the output of the Hadoop 
Map; 
Begin  
Step 1: Input the document of the testing data set; the 

positive bit array group and the negative bit array 
group of the training data set into the Hadoop Map in 
the Cloudera system; 

Step 2: ABitArrayGroupOfOneDocument := the 
transferring one document of the testing data set into 
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the bit arrays of the document in the parallel system 
in Figure 16 with the input is this document; 

Step 3: Each bit array in  
ABitArrayGroupOfOneDocument, do repeat: 

Step 4: OneResult := the algorithm 9 to cluster one bit 
array (corresponding to one sentence) of the 
document into either the positive bit array group or 
the negative bit array group of the training data set by 
using the GA with the FPS in the sequential system 
with the input is this bit array, the positive bit array 
group and the negative bit array group of the training 
data set; 

Step 5:Return OneResult; //the output of the Hadoop Map 
End;   
 
ALGORITHM 25:    performing the Hadoop reduce 
phase of clustering one document of the testing data set 
into either the positive bit array group or the negative bit 
array group of the training data set using the ga with the 
FPS in the parallel environment 
Input: OneResult – the sentiment classification of one bit 
array of the document – the output of the Hadoop Map; 
Output: the sentiments (positive, negative, or neutral) of 
the document 
Begin  
Step 1: Receive OneResult – the sentiment classification 

of one bit array of the document; 
Step 2: If OneResult is the positive Then count_positive 

:= count_positive + 1; 
Step 3: Else If OneResult is the negative Then 

count_negative := count_negative + 1; 
Step 4: If count_positive is greater than count_negative 

Then Return positive; 
Step 5: Else If count_positive is less than count_negative 

Then Return negative; 
Step 6: Return neutral; 
End;   
 
ALGORITHM 26:    performing the Hadoop map phase 
of clustering the documents of the testing data set into 
either the positive or the negative in the distributed 
environment 
Input: the testing data set and the training data set; 
Output: OneResult - the result of the sentiment 
classification of one document the testing data set – the 
output of the Hadoop Map ; 
Begin  
Step 1: The valences and the polarities of the sentiment 

lexicons of the bESD are calculated based on a basis 
English sentiment dictionary (bESD) in a distributed 
system (4.1.3); 

Step 2: A positive bit array group := the encrypting all the 
positive sentences of the training data set to the bit 
arrays based on the bit arrays of the sentiment 
lexicons of the bESD in the distributed environment, 
called the positive bit array group in Figure 14 with 
the input is the positive sentences of the training data 
set; 

Step 3: A negative bit array group := the encrypting all 
the negative sentences of the training data set to the 
bit arrays based on the bit arrays of the sentiment 

lexicons of the bESD in the distributed environment, 
called the negative bit array group in Figure 15 with 
the input is the positive sentences of the training data 
set; 

Step 4: Input the documents of the testing data set, the 
positive bit array group and the negative bit array 
group into the Hadoop Map in the Cloudera system; 

Step 5: Each document in the documents of the testing 
data set, do repeat: 

Step 6: OneResult := the clustering one document of the 
testing data set into either the positive bit array group 
or the negative bit array group of the training data set 
using the GA with the FPS in the distributed 
environment in Figure 19 with the input is this 
document, the positive bit array group and the 
negative bit array group; 

Step 7: Return OneResult;  
End;   
 
ALGORITHM 27:    performing the Hadoop reduce 
phase of clustering the documents of the testing data set 
into either the positive or the negative in the parallel 
environment 
Input: OneResult - the result of the sentiment 
classification of one document the testing data set; 
Output: the results of the sentiment classification of the 
testing data set; 
Begin  
Step 1: Receive OneResult - the result of the sentiment 

classification of one document the testing data set; 
Step 2: Add OneResult into 

TheResultsOfTheTestingDataSet; 
Step 3: Return TheResultsOfTheTestingDataSet; 
End;   

 

 


