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ABSTRACT 
 

Quality of web service (QoWS) monitoring is an important component in web service as it evaluates web 
service delivery performance and detects problems. Our previous work proposed a fuzzy model for QoWS 
monitoring due to uncertain nature of web service environment. However, fuzzy models are 
computationally costly. In this work, we propose a parallelization implementation of the models. The 
objective of this paper is to compare the performance between Mamdani- and Sugeno-based fuzzy 
inference systems (FIS) when they are applied to the QoWS monitoring models.  The results suggested that 
Sugeno models produced less processing time than that of Mamdani models. However, Mamdani models 
benefited from parallelization more than that of Sugeno models by recoding higher percentage of 
improvement in terms of average processing time. This work will be expanded to investigate the 
implementation of the models in cluster computers and using a higher type of fuzzy logic, namely interval 
type-2 fuzzy. 
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1. INTRODUCTION  
 

In web services environment, quality of 
web service (QoWS) monitoring has become one of 
the crucial procedures. This is because QoWS 
monitoring is related to non-functional aspects, 
hence it determines how good a service is in 
delivering its tasks. QoWS monitoring is also used 
to identify the existence of problems in web service 
environment. Moreover, QoWS monitoring results 
can also be used by existing users to decide whether 
or not extending their service subscription. This is 
because the monitoring results are used to compare 
with expected performance specified in service 
level agreement (SLA).  

 
Existing QoWS monitoring models are 

based on exact computation. This means that, the 
decision is made based on hard computation. In 
contrast, our previous work proposed this QoWS 
monitoring to be carried out vaguely using fuzzy 
logic. The main motivation of the work was that 
web service environment contains high degree of 
uncertainty, hence its QoWS monitoring can be 
better performed using fuzzy logic. This capability 

of managing uncertainty by fuzzy logic was shown 
in previous works such as traffic regulations in 
wireless mesh networks [1], processing human 
perception [2], and network traffic policy [3]. 

 
In our preliminary experiment, we 

clustered a dataset of one type of QoWS parameter, 
namely availability, based on non-fuzzy algorithm 
(KMeans). We divided the dataset into three 
clusters; Good, Moderate and Poor. Table 1 shows 
the results, which indicate that the borders of Good-
Moderate and Moderate-Poor clusters for the 
original dataset are 78.36% and 48.52%, 
respectively. Then, we imposed this original dataset 
with random errors. These random errors represent 
uncertainties that occur in the QoWS data. We 
named these datasets with uncertainties as synthetic 
datasets. We applied two error values; +-0.5% and 
+-10%, hence two synthetic datasets were 
constructed. As shown in Table 1, the border values 
of both synthetic models are different from the 
original dataset. That means, the level of QoWS 
cannot be determined precisely due to the 
occurrence of uncertainties. For example, assuming 
there is an availability value of 78.00%. This value 
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is evaluated as Moderate if it is based on the 
original dataset. However, it is evaluated as Good if 
both synthetic datasets are used. 

 

Table 1: Non-fuzzy clustering of availability datasets 
under uncertainies 

Dataset Good-Moderate 
Cluster (%) 

Moderate-Poor 
Cluster (%) 

Original 78.36 48.52 

Synthetic +-
0.5% error 

77.64 47.74 

Synthetic +-
10% error 

77.43 49.67 

 
 
Apart from our previous work, a number 

of other works have also proposed fuzzy 
implementation in web service system. Mobedpour 
& Ding implemented fuzzy logic in QoWS-based 
web services selection system [4]. In their system, a 
user may select web service by specifying his/her 
expected QoWS values using linguistic variables 
such as “good”, “medium”, or “poor”. Bacciu, 
Buscemi, & Mkrtchyan also proposed fuzzy 
implementation in web service selection system [5]. 
Their system requires a user to input exact values to 
be matched with QoWS offered by providers. The 
matching procedure is carried out through fuzzy 
logic. Allenotor & Thulasiram applied fuzzy logic 
in QoS requirements framework for grid computing 
[6]. The framework was able to avoid over-
committing of grid resources because fuzzy logic 
has the capability of handling the imprecision of 
users’ QoS requirements. Sherchan, Loke, & 
Krishnaswamy implemented fuzzy logic in web 
service reputation system [7]. Fuzzy logic was 
proposed because reputation system involves 
objective and subjective users’ ratings. The results 
showed that the proposed implementation could 
effectively manage these objective and subjective 
ratings.    

 
However, fuzzy logic uses a more 

complex algorithm than that of exact computation. 
As a result, the implementation of fuzzy-based 
systems requires high computational time. This 
may prevent fuzzy logic from being widely 
adopted, despite its great advantages at managing 
uncertainty [8]. This is the main motivation of our 
research. We propose the implementation of fuzzy-
based QoWS monitoring model using parallel 
computation, with the aim to reduce its 
computational time.  

 

Chantrapornchai & Pipatpaisan argued that 
parallelization is required for fuzzy systems to 
reduce their computational time [9]. Fuzzy systems 
are computational costly due to their many 
computation steps and cycles. In the work, 
parallelization of fuzzy systems was performed 
using openMP through fine-grained and coarse-
grained techniques. The work concluded that fuzzy 
systems may achieve better computation time by 
continuously running using openMP. Nguyen et al. 
produced mathematical equations for the possibility 
of parallelizing uncertainty computation such as in 
fuzzy systems [10]. The work proposed that 
whenever there are a number of processors 
available for computing uncertainty problems, 
parallelization should be implemented so that the 
computational time can be reduced. Bharathi et al. 
presented the parallelization of Fuzzy C-Means 
(FCM) clustering [11]. FCM is normally used in the 
development of data analytics tools that are based 
on data. The work argued that descriptive analytics 
tools require full data set, running on big data 
environment. The parallelization reduced the time 
taken for conducting the FCM clustering of the 
used data set. 

 
Hence, in this work, we implemented 

parallelization in two types of QoWS monitoring 
model; Mamdani- and Sugeno- type. Improvement 
in their computational time are measured and 
compared between each other. To the best of our 
knowledge, there is no paper in the literature that 
compared parallelized Mamdani and Sugeno fuzzy 
models for QoWS monitoring. The main 
contribution of this work lies in the analysis of 
whether or not significant improvement can be 
gained from the parallelization of the models, and 
which implementation produced best results in 
terms of computational time. Therefore, the 
objective of this paper is to present the results of 
this comparative analysis.  

 
This paper is organized as follows. The 

next section presents the materials and methods. 
Results of the work are presented in section 3. 
Discussion and conclusion are included in section 
4. 

 
2. MATERIALS AND METHOD 

 
2.1 QoWS Data 

In this work, we utilized the QoWS 
datasets provided by Al-Masri and Mahmoud 
(2007) [12]. The datasets contain various real data 
captured by their crawler. For the purpose of our 
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experiments, three QoWS datasets were selected, 
namely availability (in % unit), response time (in 
millisecond (ms) unit), and latency (in ms unit). 
Each of these three datasets contained 1500 data 
points. We named these datasets as original 
datasets. 
 
2.2 Fuzzy Inference Systems (FIS) 

An FIS is best described by overviewing 
the general concept of fuzzy logic. Fuzzy logic is a 
soft computing technique that processes input into 
output through its if-else rules over fuzzy sets. The 
main strength of fuzzy logic is that it allows 
inferencing process to be done with uncertainty. 
This means that, fuzzy logic assigns each input with 
a membership degree of between 0 to 1 values to 
each cluster in fuzzy sets. In contrast, classical set 
that works based on crisp computation, assigns 
each input with either true or false membership to a 
cluster.  
 

Assuming X is the universe of objects, and 

x is its element, Xx , and there is a set C, where 
XC  . In crisp logic, each x, Xx , can either 

belongs to set C or not; (x,0) or (x,1). In contrast, 
fuzzy logic assigns x with a membership degree of 
[0, 1] to a set (fuzzy set/cluster). This means that, in 
X universe with collections of x objects, a fuzzy set 
F is represented as follows: 

 
]1,0[)(,|))(,(  xXxxxF FF   (1) 

 
The notation µF(x) in Eq. 1 is a 

membership degree of x in the set F, and its value is 
in between 0 to 1 i.e. [0, 1]. If there are more than a 
single set in the universe, x may have a membership 
degree to each of the sets. For example, x can have 
0.8 degree in set F, and 0.2 degree in set G. This 
behavior has made fuzzy logic to have a good 
capability of handling uncertainty.     
 

The above description is called 
fuzzification, and it is done in one of the 
components in FIS, namely fuzzifier. As a whole, 
an FIS comprises a set of components that map 
inputs to outputs as shown in figure 1. After an 
input is assigned with membership degrees by 
fuzzifier, it will then be evaluated by inference 
engine.  The inference engine will process these 
fired membership degrees according to rules 
specified in rulebase component. These rules are in 
the form of “if-else” where all of the fired 
membership degrees will be mapped with 
membership degrees in another set of fuzzy sets in 

the output. This fuzzy sets is called output 
membership function (MF). Two processes are 
carried out in the inference engine, namely 
implication and aggregation. The former does the 
mapping between membership degrees in input MF 
to those of in output MF, as stated above, while the 
latter totaled up all the fired membership degrees 
that are produced by the implication process. As a 
result, a clipped fuzzy set will be produced. This 
fuzzy set will be sent to defuzzifier for conversion 
to an output. This conversion process involves 
specific algorithms such as centroid largest of 
maximum and bisector.  
 

 
Fig. 1 Fuzzy inference system 

The two most commonly used FIS are 
Mamdani and Sugeno. Mamdani FIS generates 
output by using fuzzy set format (in output MF) 
using specific algorithm as mentioned in the last 
paragraph. Sugeno, in the contrary, produces output 
based on a function of its input variables. For 
example, in a rule: if x is A and y is B then z is 
f(x,y), the output is represented in a function of x 
and y.  This is how Sugeno FIS differs from 
Mamdani FIS.  

 
2.3 Methods 
 
2.3.1 Development of Models 

We developed the QoWS monitoring 
models using the original datasets mentioned in 
section 2.1. This development process involved a 
set of activities, which eventually materialized the 
models. The first activity was clustering validation 
process. This process was conducted with an aim to 
determine the optimal number of clusters for each 
of the original datasets. This process was required 
because the clustering algorithm, which was used to 
cluster the data points in the original datasets, 
needed the information on number of cluster prior 
to its execution.  

 
A process known as clustering validity 

index (CVI) must be executed before clustering so 
that with the optimal number of clusters can be 
determined. CVI does not only determine the 
number of clusters, but it also identifies the optimal 
number of cluster that fits each of the underlying 
data sets. 
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CVI considers two parameters in its 

execution, namely compactness and separation of 
the data contained in an underlying data set [13, 
14]. Compactness is the degree of closeness among 
the members of a cluster. This means that, a cluster 
with a good compactness has members (data points) 
that are close among each other. Normally, 
compactness is determined using variance, where a 
good compactness is derived from the lower 
variance values. On the other hand, separation 
measures how apart the clusters are among each 
other. Separation may consider one of these three 
measurements in its execution; the distance 
between the closest member of clusters, the 
distance between the most distant member of 
clusters, or the distance between the clusters’ 
centers [14]. A clustering with a good separation 
has each of its clusters that is more distant from the 
other clusters [14]. To conclude, an optimal 
clustering is produced when it has high degrees of 
compactness and separation. 

 
In determining the compactness and 

separation, some CVIs only consider membership 
degree values in computing their results. Some 
other CVIs will generate results based on 
membership degree values and also the underlying 
data set. It is evident that the second type of CVIs 
that takes both factors into consideration for 
performing their executions, has the ability to 
generate more representing results [14, 15]. 

 
In this work, we used Xie and Beni (XB) 

index because it has the ability to provide good 
representation of the datasets [16]. This is due to 
the fact that it considers both parameters, namely 
membership degree and underlying datasets, in its 
computation. Moreover, we also selected XB index 
due to the fact that it has the capability of 
performing well when the candidates of the number 
of clusters is in the range of two to ten [17]. Our 
work involved the number of candidates that are 
within this range. 

 
Assume that there are a set of n data 

points, X = {x1, x2, ..., xn} and a vector of cluster 
centers, V = [v1, v2, ..., vc], where c is the number of 
clusters. Next, by assuming that μij is the 
membership degree of xj that belongs to vi [18], XB 
index can be defined as follows [16, 19]: 

 

2

,

1 1

2

min jiji

c

i

n
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m
ji
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vvn
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
  (2) 

 
The notation m in Eq. (2) represents a 

fuzzy weighting exponent. Eq. (2) comprises two 
parts; the degree of compactness, which is 
represented by its numerator; and the degree of 
separation that is represented by its denominator 
[19]. XB index solves its calculation by aiming for 
a candidate that generates a clustering validation 
result with the lowest value. This means that a 
candidate with the lowest value represents the most 
optimal number of clusters. 

 
The maximum number of clusters, cmax and 

fuzzy weighting exponent, m, have to be identified 
before XB index executes. The candidate values of 
cluster numbers, c, are in the range of c=2 to cmax, 

which can be represented as 
 max,...,3,2 cci . 

In this work, we made an assumption of cmax = 5. 
This value is chosen because the results of XB 
validation upon the used data sets in this research 
suggest that the optimum numbers of clusters are 
within two to five.  

 
As for m, previous work shows that the 

value in the range of 1.5 to 2.5 is the best to be 
employed [17]. Furthermore, an evident shows that 
the mean value of the particular range, m=2, is 
generally used in FCM computations [17]. Hence, 
in this work, we assumed m=2 for fuzzy weighting 
exponent. 

 
The results of this clustering validation 

process are shown in Table 2. 

Table 2: Clustering validation results 

QoWS 
Parameter 

Number of Clusters 
2 3 4 5 

RT 2476.1 263.3 148.4 2362.9 
AV 18.8 15.8 59.3 16.0 
LAT 6535.2 537.8 958.1 26506.0 

 
In Table 2, the notations RT, AV and LAT 

represent response time, availability and latency, 
respectively. In this work, we assumed that the 
candidates of number of clusters are 2 to 5. Xie and 
Beni index determines the optimal number of 
clusters by looking at the lowest clustering 
validation value. Based on Table 1, the optimal 
number of clusters for RT is 4. Meanwhile, the 
optimal number of clusters for AV and LAT is 3. 
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This means that, in the implementation of FIS, the 
input MF of RT will comprise four clusters, while 
the input MF of AV and LAT will contain three 
clusters. 

 
The next process was to conduct clustering 

on the three used original datasets. There was a 
difference between the construction of MF in 
Mamdani and Sugeno FIS. The MF of Sugeno FIS 
was constructed using grid partitioning method. 
With this method, the curves in the MF were 
constructed with equal distance among the curves’ 
centers, and all of the curves have the same width. 
This is shown in the three MF in figure 2. The 
ranges of data points were 40-490 ms in RT dataset, 
8-100% in AV, and 0.33-593.2 ms in LAT.     

 
 

 
(a) Response time 

 

(b) Availability 

 
(c) Latency 

Fig. 2 Sugeno input membership function 

In contrast, Mamdani’ MF were 
constructed based on the clustering of the three 
original datasets using FCM method. FCM clusters 
data based on fuzzy concept; each data point is 
assigned with a membership degree to each of the 
clusters (curves) in the MF [20.  

 
FCM performs iterative computation with 

an objective to minimize an objective function. The 
aim of FCM clustering process is to produce the 
values of clusters’ centers and membership degrees 
of each data point. These values are the optimal 
values based on given dataset. Let n as data points; 
represented by {X1, X2,…, Xn} and c as number of 
clusters. Initially, FCM guess center of each cluster, 
ci, i=1, 2, ..., c. Using these centers’ values, FCM 
assigns a membership degree for each cluster to 
every data point [21]. All of the generated 
membership degrees are contained in a matrix, U. 
This process is shown in Eq. 3. 


















c

k

m

jk

ji

ji

d

d

1

)1/(2
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  (3) 
 
In Eq. 3, dij = ||ci – xj|| is an Euclidean distance 
from jth data point to the ith cluster center, while m 
is the FCM’s fuzzifier value [21]. Then, FCM 
calculates the objective function as follows: 
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The iterative computation of FCM 

depends on the value of objective function; the 
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computation stops if the objective function reaches 
its threshold that is represented by its minimum 
value [21]. As long as this threshold has not been 
reached, FCM will compute a new set of clusters’ 
centers values, and then proceed with calculating 
the new membership degrees and objective function 
based on Eq. 3 and Eq. 4. The calculation of cluster 
centers is based on the following: 








n

j

m
ij

n

j
j

m
ij

i

X

c

1

1





    (5) 
 

In this work, the clusters’ centers produced 
by FCM are presented in Table 3. We named the 
four clusters in RT MF as Good, Moderate High, 
Moderate Low and Poor. For AV and LAT, the 
clusters were named as Good, Moderate and Poor. 

Table 3: Clusters’ centers 

Cluster 
Center 

Cluster 
Center 

RT (ms) AV (%) 
LAT 
(ms) 

Good 174.44 Good 90.69 12.11 
Moderate 

High 
491.35 Moderate 65.43 95.86 

Moderate 
Low 

1438.44 Poor 28.12 392.2 

Poor 3516.57  
 

By using the clusters’ centers in Table 2 
and the membership degrees, U, MF curves were 
generated by using the following [22, 23]: 
 

e
cx

cxf 2

2

2

)(

),;( 


    (6) 

 
The MFs of the Mamdani FIS are shown 

in figure 3. 
 
Overall, the QoWS monitoring models 

developed in this work is shown in figure 4. The 
constructed MFs, as described above, are contained 
in the FIS component of the monitoring node. The 
FIS is a multiple input with single output (MISO) 
model; a model that accepts three inputs, namely 
RT, AV and LAT for monitoring QoWS 
performance of web service. The monitoring 
process is conducted by comparing the delivered 
QoWS with the expected QoWS stated in an 
agreement. The model produces output of either 

“Fail” or “Pass” that represents meeting or not 
meeting the expected performance, respectively.  
 

 
(a) Response time 

 
(b) Availability 

 
(c) Latency 

Fig. 3 Mamdani membership function 
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Fig. 4 QoWS monitoring model 

2.3.2 Performance Measurement 
Parallelization was implemented in the 

inference engine component of the FIS in figure 4. 
In this work, we compared Mamdani FIS model 
with two types of Sugeno FIS models. Those two 
types of Sugeno FIS differ in terms of their 
inference operation. One performed its computation 
using average operation, while another used 
summation operation. 

 
To conduct performance measurement, we 

developed 25 synthetic models for each of the three 
types of FIS. These synthetic models were 
developed based on synthetic datasets. Synthetic 
datasets contained data points that originated from 
the original datasets, but they had been imposed 
with uncertainty (+/- with error). There were five 
error ranges introduced in this work. For RT, the 
ranges were +/-5ms, +/-10ms, +/-20ms, +/-30ms 
and +/-40ms. For AV, the ranges were +-1%, +-2%, 
+-3%, +-4%, +-5%. For LAT, the ranges of +-
1.6ms, +-1.7ms, +-1.8ms, +-1.9ms, and +-2.0ms 
were used. Each of these ranges comprised five 
datasets, which means there were 25 synthetic 
models used in this work (5 ranges x 5 sets). This 
means that, including the original model, there were 
26 models involved in performance measurement 
for each of the FIS. In total, 78 models were tested 
in this work (26 Mamdani FIS, 26 Sugeno-Average, 
26 Sugeno-Sum). 

 
The 78 models were executed with the 

same input dataset containing 9180 QoWS data 
points. These executions were repeated for three 
times. In each of the executions, the computation 
time was taken. 

 
2.3.3 Methodology 

Overall, this work was carried out based 
on the methodology shown figure 5. 

 

 

Fig. 5 Methodology  

3. RESULTS   
We ran 1 set of models (5 models) at one 

time. Each set was run for three times. The average 
time of these three runs are presented in this paper. 
Figure 6 shows the average time taken by Mamdani 
FIS models. It is shown that all sets had 
successfully reduced their computation time after 
parallelization.   
 

Clustering 
Validation 

 Identify clustering validity 
index (CVI) 
 Experiment with CVIs 
 Analyze results and find 

the number of clusters 

Fuzzy Clustering 
of Data 

 Categorize data into 
clusters 
 Assign data with 

membership degree of 
each of its clusters 
 Verification and validation 

Evaluation of the 
Proposed 
Approach 

Data Set 
Preparation 

 Prepare data sets for 
research 

 

FIS Models 
Construction 

 Construct membership 
functions of FIS 
 Verification and validation 

 Prepare experimental setup 
 Evaluate and analyze the 

results 

PHASE ACTIVITY 
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Fig. 6 Mamdani FIS models’ performance 

Figure 7 and figure 8 show the average 
time taken by Sugeno-Average and Sugeno-Sum 
FISs respectively. Similar to Mamdani FIS, both of 
Sugeno FIS models had performed better after they 
were parallelized. 
 

 

Fig. 7 Sugeno-Average FIS models’ performance 

 

Fig. 8 Sugeno-Sum FIS models’ performance 

Table 4 shows the average time taken by 
all models before and after parallelization. It is 
shown that both Sugeno FIS models had performed 
better than that of Mamdani FIS model. However, it 
is also shown that the effect of parallelization is 

more significant in Mamdani model than that of the 
other two models. This is shown in figure 9; the 
time difference between before and after 
parallelization in Mamdani FIS models are between 
70% to 83% time reductions. On the other hand, the 
time reduction in both of the Sugeno FIS models 
are between 22% to 48%.   

Table 4: Average time taken by all models 

Average 
Time 

Mamdani (s) 
Sugeno-

Average (s) 
Sugeno-Sum 

(s) 

Before 964.31 344.68 316.15 

After 228.32 219.96 193.36 

 
 

 

Fig. 9 Percentage of time difference before and after 
parallelization 

4. DISCUSSION AND CONCLUSION 
Parallelization has successfully reduced 

the computation time of the QoWS monitoring 
models. This can be seen from all types of FIS 
models, namely Mamdani, Sugeno-Average and 
Sugeno-Sum. Sugeno FIS models outperformed 
Mamdani FIS models by recording lower average 
computation time. This supports the findings of 
previous works that claimed that Sugeno FIS 
performed better than Mamdani FIS in terms of 
processing time [24, 25]. This is mainly due to the 
structure of Sugeno that carries out its operation 
using weighted average method which is less time 
consuming than Mamdani FIS’s defuzzification. 
Nevertheless, the difference of average time taken 
after parallelization between Mamdani and Sugeno 
FIS models is very small, and both have acceptable 
performances. 

 
The conducted experiments also showed 

that Mamdani FIS models had benefited from 
parallelization more than that of Sugeno FIS 
models. This was shown in a huge percentage of 
average time reduction in Mamdani FIS models 
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after parallelization took place. A possible reason 
for this to happen is that the time consuming 
process of defuzzification and rules inferencing in 
Mamdani FIS is affected significantly by the 
concurrent processing after parallelization. Sugeno 
FIS models apply function of variables in its rules 
inferencing and weighted average in producing the 
final outputs. These two processes are efficient and 
hence the percentage of average time reduction 
after parallelization is not as much as that of 
Mamdani FIS models. 

 
Our work has achieved the stated aim to 

compare the performance of fuzzy models of 
QoWS monitoring. For future work, we plan to 
investigate the performance of these models when 
they are executed in cluster computing. Other than 
that, this work will also be expanded to investigate 
the implementation of the models using the higher 
type of fuzzy logic i.e. type-2 fuzzy logic.     
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