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ABSTRACT 

At the onset of a disaster, the rapid assessment of relevant information is one of the most critical challenges 
for decision-makers at all levels. The proliferation of social networking software combined with the increas-
ing pervasiveness of smartphones has established new sources of very timely and current information. How-
ever, crowd-sourced social media suffer some major drawbacks hindering its efficient use. Aid organizations 
and agencies need to be able to rely on a valid and relevant set of information, which they can incorporate 
systematically in their response actions. This paper addresses the identification of potentially relevant photos 
shared through social networks and their preparation for a rapid spatial assessment. We present a conceptual 
framework for a crowd-based, semi-automated approach of processing photos to leverage them for a spatial 
information assessment. The framework enables ad-hoc volunteers to digitally support response actions by 
reviewing, georeferencing, and annotating shared photos. We introduce a prototype called DisasterMapper, 
which retrieves photos from Twitter and provides a geovisualization tool for semi-automatic human pro-
cessing and annotation. In two different evaluations, we were able to demonstrate that digital volunteers can 
successfully process social multimedia content and create a set of valuable photos applicable for systematic 
information assessment operations. 

Keywords: Social Multimedia, Micro-Tasking, Interactive Geovisualizations, Digital Volunteers, Crowd 
Processing

1. INTRODUCTION 

The EM-DAT database for emergency events1 re-
ports a rising number of natural disasters and an in-
creasing total economic loss, turning major incidents 
into a more severe threat to our societies. Therefore, 
the efficiency of managing disasters and reducing the 
direct effects of an impact has gained increasing at-
tention. The response phase is characterized by rap-
idly changing situations and the need for timely and 
targeted actions to lower the direct and indirect ef-
fects of the disaster. A disaster often results in unpre-
dictable and dynamic changes of a given situation, 
making the response phase particularly challenging 
[1]. This phase aims to provide immediate assistance 
to save lives, improve health and support the morale 
of the affected population [2]. It includes activities, 
such as warning and evacuation, search and rescue, 

                                                           

1http://emdat.be/emdat_db (visited 09.08.2018) 

providing immediate assistance, assessing damages, 
and the immediate restoration of the infrastructure. 

Before deploying response actions, decision-mak-
ers must obtain a profound understanding of the sit-
uation at hand, e.g., the severity of the disaster, the 
number of people affected, and the urgency of de-
mands. The acquisition, assessment, processing, and 
communication of information are some of the most 
crucial aspects of this phase. Amongst several differ-
ent ways to gather information, the affected popula-
tion is a valuable source for first-hand information, 
and the integration of this information is highly val-
uable to cover the information gap occurring at the 
disaster onset [3]. In the past, the population's prima-
ry contact point for disaster officials was calling the 
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emergency hotline. However, the way people com-
municate during a disaster has changed. The popu-
larity and accessibility of social media and social net-
working services and the development of smart-
phones have established new data sources and infra-
structures. Scholar demonstrated the critical role so-
cial media can play in natural disasters as an infor-
mation propagator [4]–[6]. Leveraging this source 
can provide emergency responders with more spe-
cific and timely information than official data from 
aid agencies or governmental organizations can do. 

The Haiti earthquake is often pointed at as the wa-
tershed moment that changed how social media is 
used during disasters. In fact, following the earth-
quake in January 2010, numerous messages and pho-
tos were shared via social media sites, such as Twit-
ter, Flickr, Facebook, and blogs [7], [8]. Over two 
million tweets were posted following the earthquake 
[9]. Similar observations have been made in subse-
quent events, such as the 2012 Hurricane Sandy in 
the USA [10], the 2013 Typhoon Haiyan in the Phil-
ippines [11], or the 2015 Chennai Floods in South 
India [5]. The consideration of Social Media as new 
data sources has several advantages. First, during 
disasters, conventional cellular and landline commu-
nications often experience a partial or total outage 
due to bandwidth requirements, while internet-based 
networking services stay active. Second, emergency 
hotlines are often overwhelmed with the amount of 
incoming calls [12]. Third, smartphone applications 
can provide the exact geolocation of the user, which 
can be very helpful. Geo-tagged messages, images, 
and videos (e.g., Twitter) allow relief organizations 
to accurately locate specific information. In contrast 
to pure text messages, photos and videos are likely 
to provide factual and more objective information. 
An existing georeference can further increase the in-
formation value. In addition, visualizing those mul-
timedia items on a map offers a shared and integrated 
view on the situation at hand and helps organizations 
immediately to ascertain the current status. 

Although social media can provide timely infor-
mation about a disaster, they still fall short in sup-
porting disaster relief efforts effectively. They pro-
vide the communicational support, but lack capabil-
ities for structured information assessment and coor-
dination of actions [12]. Moreover, integrating infor-
mation from multiple disparate sources is a central 
problem. Therefore, the question arises: “How can 
multimedia data from various sources (e.g., phone, 
e-mail, social media and news) be leveraged effec-
tively and in a timely manner for disaster relief?” 

Besides technical and organizational challenges, 
issues of lower reliability, accuracy, and incomplete-
ness of retrieved information prevent the integration 
of multimedia data into decision-making [4], [7], 
[13]. Data from crowdsourcing applications does not 
always provide all information required for disaster 
relief efforts [4], [7]. Messages are often duplicated, 
and the contained information lacks guarantees re-
garding its content, truthfulness, completeness, ag-
gregation, and prioritization as well as its accuracy 
of georeferencing. Thus, since speed, accuracy, and 
completeness of information can help to save lives 
[14], the timely validation and verification of this in-
formation are crucial aspects [15]. At the same time, 
verification of individual reports is an added burden 
on relief organizations. 

Those issues may explain why relief organizations 
are often reluctant to leverage crowd-sourced infor-
mation. They are missing capacity to identify and as-
sess relevant information in a timely and accurate 
manner. Moreover, if the information is not priori-
tized, organizations have difficulty to concentrate on 
the issues and events that are most important to the 
relief effort. Hence, the integration and incorporation 
of information from multiple sources require im-
provements. %Enriching official information with 
other, non-official information can lead to more ef-
fective crisis management systems and improve co-
ordination. 

This paper aims to leverage social multimedia for 
disaster response information assessments. We pro-
pose a conceptual framework that involves digital 
volunteers in the processing of collected photos and 
videos from social media outlets. The volunteers re-
view, prioritize, georeference, and annotate poten-
tially relevant social multimedia items to incorporate 
them in a well-structured way during information as-
sessment actions. The primary focus of this research 
is on manual actions of the users instead of fully au-
tomated processes. The aim is to utilize the human 
intelligence within an often massively changed envi-
ronment. 

The remainder of this paper is organized as fol-
lows. In chapter 2, we review existing research and 
present some applications used in this context. Chap-
ter 3 details our conceptual framework. The main as-
pects of the design and the implementation of the 
prototype are described in chapter 4, while the results 
of the evaluation are discussed in chapter 5. Finally, 
chapter 6 addresses the main conclusions and chap-
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ter 7 concludes with paper with the recommenda-
tions for further studies and improvements to the de-
veloped framework. 

2. RELATED WORK 

This work is located within and between different 
research domains and direction, i.e., disaster man-
agement, volunteer integration, as well as infor-
mation retrieval, processing, and assessments of so-
cial media. This section will give an overview of sci-
entific work from each of these fields and will locate 
our work within this context. 

The involvement of citizens has been proven to be 
a useful addition to many professional domains, such 
as environmental monitoring or spatial planning 
[16]–[19]. In the domain of emergency management, 
research on citizen involvement and the use of social 
media ranges from assessments of the utility of social 
media [7], [20] to case studies of media use in disas-
ters [21], [22]. A significant portion of these studies 
has focused on the use of online media for situation 
awareness in crisis situations and on tools to facili-
tate emergency managers’ utilization of “social sen-
sors” for situation awareness [9], [23], [24]. 

Research examining the social and technological 
aspects of emergency and crisis response refers to the 
domain of crisis informatics [25]–[27]. Scholars doc-
ument an increasing reliance on communications 
networks enabled by social media during disaster 
events. However, current crowdsourcing applica-
tions still fall short of effectively supporting official 
disaster relief efforts [4]. Some reasons are given by 
non-existing common mechanisms for collaboration 
and coordination between the varieties of disparate 
relief organizations [28]. For example, crisis maps 
usually do not provide a mechanism for allocating 
response resources and multiple organizations might 
respond to an individual request at the same time. 
Additionally, the crowd-sourced information may be 
fictitious or wrong leading to limited usefulness of 
the information and may even influence or change 
the general public's attitude towards certain opinions 
[29]. Verifying crowdsourced information has been 
explored in the field of journalism [30]–[32] and 
emergency response [15], [33], [34]. However, 
crowd-sourcing applications have been considered 
potentially useful in many situations, although they 
do not always provide the complete information 
spectrum as needed for planning relief efforts. The 
accuracy of the content and its spatial reference can-
not be guaranteed although greatly needed. The in-
formation is often duplicated due to forwarding and 

sharing. Finally, it is often not readily available or 
easily accessible[35]. 

Among a variety of social media platforms and ap-
plications, Twitter has gained major popularity and 
became subject to extensive scientific research [5], 
[36]–[39]. In contrast to other platforms with re-
stricted access due to privacy or group setting, Twit-
ter provides public access to its ‘tweets' in a very 
structured way through the Twitter API. Many 
tweets are geotagged with a spatial reference, alt-
hough this feature is by default deactivated for pri-
vacy reasons. The penetration of the service widely 
varies across countries. However, although its spatial 
distribution closely correlates with gross domestic 
product, the Twitter usage is not limited to particular 
countries or languages but is independent of such 
factors [40]. For these reasons, Twitter became a val-
uable source for voluntary geographic information 
(VGI) and social multimedia in particular. 

The usage of social media during disasters de-
pends on the disaster type. If many people are af-
fected, platforms, e.g., Twitter, are primarily used for 
information broadcasting and brokerage [36], [41]. 
Following the Sichuan earthquake in 2008, messages 
with situational information were the most frequent 
contributions, especially those gathering and inte-
grating information from multiple sources [21]. In-
formation sharing through social media has been ob-
served to foster a “collective intelligence”' [22]. In 
such emerging communities, a few individuals tend 
to act as active “information hubs”'. They serve as 
information brokers and become sources of infor-
mation cascades [27], [42]. Active users with fre-
quent contributions can serve as trusted sources of 
information. The inclusion of information from in-
formal sources and the integration of ad-hoc volun-
teers disrupts the traditional top-down structure of 
emergency management and reflects a culture shift 
away from an authoritative control of information 
[43]. 

Another research direction focuses on analyzing 
the role of crisis mapping [44], [45]. Mapping tools 
and collaborative social media resources can rapidly 
provide information about important facilities (e.g., 
hospital locations) if such information is not known 
in advance. Together with newly set up locations 
(e.g., refugee camps or distribution camps), this in-
formation can facilitate the coordination of resource 
distribution [46]. Also, digital maps help volunteers 
to know what roads are inaccessible or the best ways 
to reach areas of need. 
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The validity of the crowd-sourced information is 
a significant issue for the use of social media in 
emergency events. Different strategies exist to verify 
information during emergencies [47]. Amongst 
those, human computing gains increasing im-
portance within the humanitarian community. One 
implementation of this strategy is the Verily plat-
form. It asks users for a fact that corroborates or dis-
credits information posted on social media [15]. 
Such tool can help to sort out conflicting reports of 
disaster damages, which often emerge during and af-
ter a major accident. McCreadie et. al. have shown 
that a crowd-based approach to label rumors in social 
media is feasible, but tweets with controversial infor-
mation still need further inspection [29]. Automated 
approaches can support the verification process dur-
ing disasters and emergency situations. For example, 
the length of tweets, the sentiment of words, the 
numbers of hashtags, emoticons, and retweets pro-
vide indications on a tweet's credibility [47]. Another 
feasible option is to put the location of a message in 
relation to the general spatial distribution of the same 
and other VGI outlets and to assess the credibility 
using a probability model [48]. The same goes for 
messages, and tweets in particular, that include links 
to photos and videos. The language can also be used 
to determine whether that multimedia content is 
credible or not. Taken together, these criteria provide 
the parameters to predict the accuracy of tweets and 
other social media content. One particularly im-
portant aspect is the need of verified information dur-
ing the situation assessment phase and the ability for 
practitioners to be able to evaluate social media con-
tents [49]. 

Concerning practical applications, these findings 
were used to develop a “Credibility Plugin” for Twit-
ter. Moreover, several studies have investigated the 
reliability of Twitter as an information source and 
automatically detecting deceptive tweets [26], [34]. 
Further tools and platforms focus on the collection 
and manual processing of contributed data. During 
the aftermath of the earthquake in Haiti, Ushahidi 
platform was used to map power outages, contami-
nated water, and requests for food, water, shelter and 
medicine [8]. After the Earthquakes in Kathmandu 
(2012) and Central Italy (2016), Ushahidi was one of 
the most used platforms [50]. SensePlace2 is another 
map-based web application that integrates multiple 
text sources (news, RSS, blog posts) and transfers 
them into features on a map [51], [52]. Then, emer-
gency responders can easily filter accidents by place 
or time and perform analyses by changing issues and 
perspectives. The web platform CrisisTracker inte-
grates automated real-time analysis of crowdsourced 

data with the goal of increasing situational awareness 
during disasters [53]. It rapidly annotates streams of 
unstructured tweets with metadata and group related 
content. Similar tools are TweetCred [33] and Tweak 
the Tweet [54].  

All these applications show a common primary fo-
cus on the textual content. However, text messages 
and reports have an induced subjectivity, which 
causes difficulties in verifying the data and chal-
lenges its proper use [55]. Besides the textual con-
tent, social media messages contain an increasing 
amount of photos and videos, coining the term social 
multimedia. While text is rather subjective, photos 
and videos taken on-the-ground are considered to be 
more objective and more reliable [56]. As the inter-
pretation is left to the viewer, a disaster professional 
can infer critical information from a photo, which a 
short textual description might not able to communi-
cate. While photos can provide a higher information 
depth, they still need to be verified and structured. It 
is also critical to select those photos providing valu-
able information. 

In this paper, we address the gap of verifying so-
cial multimedia content during ongoing disaster 
events. Citizens and volunteers are considered as val-
uable source of information, but they are not inte-
grated beyond that. We present an approach to make 
them active participants in the information pro-
cessing and enhancement. Digital volunteers do not 
only act as information provider, but they will also 
review, structure and enrich geospatial information 
provided by the crowd. We developed a conceptual 
framework to leverage the available sources of social 
multimedia for information assessments of relief or-
ganizations by integrating volunteers in a stream-
lined, collaborative process. This framework fosters 
the incorporation of human intelligence by focusing 
on simple manual interaction. 

3. CONCEPTUAL FRAMEWORK  

In this section, we present and describe a concep-
tual framework to leverage crowd-sourced social 
multimedia from various sources for information as-
sessments during disaster response actions. It fo-
cuses particularly on addressing the drawbacks of 
missing validation, verification, and aggregation of 
social multimedia items. The framework aims to uti-
lize the often-demonstrated ad-hoc volunteer help of 
citizens and let them collaboratively process photos 
and videos. The processed results will be integrated 
into geovisualizations for disaster managers and pro-
fessional responders and enable spatial access to the 
social multimedia items. The framework follows a 
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computer-supported collaborative processing ap-
proach. The idea is to combine the strength of human 
intelligence with machine computing to allow col-
laborative processing by ad-hoc volunteers. Every 
step is performed semi-automatically, which mini-
mizes the workload for the user but keeps the full po-
tential of human processing. Figure 1 illustrates the 
three stages of the framework: Input, User Pro-
cessing, and Usage. 

The Input stage provides automatic methods for 
monitoring different sources and for retrieving mul-
timedia content, potentially related to a specific 
event. For each source, a dedicated adapter manages 
the connection, e.g., a Twitter or Facebook con-
nector, or a generic website harvester. After retriev-
ing potentially related content, a filtering process 
mitigates the volume of information produced by the 
crowd. For example, the information sharing within 
and across multiple sources results in duplicated con-
tent of the same multimedia items. Those duplicates 
need to be removed or merged to trace the primary 
information. Due to the multiplicity of sources, the 
retrieved multimedia items are present in a variety of 
formats and structures. To unify the volume of infor-
mation, this framework provides a coherent view of 
the items through a central message object. This 
message object consists of a set of core and extended 
attributes. The set of core attributes is identical for 
all incoming social multimedia items across the va-
riety of sources. It contains eight elements: 

 title 
 textual description 
 date and time of creation 
 source 
 sender 
 multimedia content 
 location 
 tags 

 
The set of extended attributes contains all further 

source-specific information and metadata, such as 
the number of likes, comments, retweets, links to 
photo collection, etc. The retrieved information from 
the different sources must be mapped to this message 
object. This mapping is individual for each source 
and is specified in the adapters. If a core attribute 
cannot be filled in (i.e., a social media item does not 
contain a geolocation information, or no tags are 
found in the item), the corresponding attributes are 
set to null. Messages with duplicated content are 
merged, which requires to resolve potential conflicts 
of the time, source, and sender, or even to trace back 

the sharing and forwarding history of information 
(e.g., retweeting and sharing of information). 

Within the input stage, an automatic filtering dis-
tinguishes between messages from trusted sender 
and content from the general crowd. The introduc-
tion of this reputation filtering and annotation was 
suggested by disaster officials during expert inter-
views as part of the evaluation (cf. chapter 5.1) The 
messages are filtered automatically according to a 
list of trusted persons or social media accounts and 
will be annotated with a reputation attribute. This list 
needs to be adapted for each event and can be dy-
namically extended or limited during the event. The 
list of trusted senders may include accounts of offi-
cial members from relief organizations, crisis man-
agers, or further domain experts. Also, any other per-
son or online account can be assumed as reliable and 
trusted source, even if the real identity remains un-
known. Besides a manually maintained list of send-
ers, the reputation filtering and annotation step can 
also incorporate automated, self-learning approaches 
to estimate the trustworthiness of user contributions 
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based on common user rating principles from the re-
sults of the user processing stage. All messages, an-
notated automatically as trustworthy, are assumed to 
be true, reliable, and more relevant. Therefore, they 
receive higher rankings for the computation of a rel-
evance score (cf. User Processing Stage). 

The User Processing Stage is the central part of 
the framework and creates qualified information 
from the filtered, but still raw messages. As the out-
come of this stage, the social multimedia items are 
returned as messages with added value. They contain 
a relevance score, which identifies the usefulness of 
the message for information assessments. In contrast 
to the automated retrieval and filtering in the previ-
ous stage, the processing in this stage is performed 
manually by users. The work is not intended to be 
dispatched to professional users or members of an 
aid organization, but primarily to ad-hoc volunteers. 
Experts or professional users are educated and 
trained in the field of disaster response, but they have 
limited resources and availabilities for additional 

workload. The framework involves lay persons as 
digital volunteers in the processing to achieve a 
higher scalability. These ad-hoc volunteers mostly 
have no prior training or knowledge about disaster 
management but show a high motivation to support 
relief actions. To counterbalance the lack of 
knowledge and experience the User Processing 
Stage is split into five steps, which contain simple 
tasks to be performed for each social multimedia 
item. This way the digital volunteers take over the 
main work without having to be trained extensively 
or needing to become acquainted with the subject 
themselves beforehand. The five steps are: 

 Verification 
 Prioritization 
 Annotations 
 Localization 
 Linking 

 

Figure 1: The Conceptual Framework Describes A Three-Tier Process To Leverage Crowd-Sourced 
Social Multimedia For Information Assessments During Disaster Response Actions. It Consists Of The 

Three Stages Input, User Processing, And Usage. 
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The five steps do not have to follow a sequential 
order but can be performed in any order. Each mes-
sage is processed by several users with each of them 
providing individual processing results. The results 
of verification and prioritization are recorded as nu-
meric values, which are then used to compute an 
overall and jointly created relevance score for the 
message. Volunteers do not see the results of other 
user's vote for verification and prioritization. How-
ever, the annotation and localization are a collabora-
tive effort, where a volunteer can continue work of 
other volunteers. The number of necessary volun-
teers per item can be defined individually for each 
event or be also adjusted automatically depending on 
the statistical distributions of the responses. 

The Verification step confirms the authenticity of 
a message. This step is necessary as some infor-
mation posted online is simply wrong for a variety of 
intentional and unintentional reasons [57]. This step 
identifies potentially false or misleading infor-
mation. If the message receives a critical amount of 
negative verification and falls below a given thresh-
old, it will be discarded from further processing by 
other users. Messages from trusted sources can skip 
the verification step as they are assumed to be true 
and reliable. However, if they undergo the same pro-
cedure than other messages, their ranking is still 
higher and discarding them requires more votes. 

The Prioritization step indicates if a message is 
related to the event at hand and if so how useful it 
might be for relief organizations. Messages with a 
higher prioritization ranking will be visualized in a 
more salient and more prominent way in the usage 
stage, while lower priorities result in peripheral de-
piction. 

The Annotation step facilitates tagging each mes-
sage with further useful information, such as catego-
rization or adding keywords. Here existing tags, 
which are extracted automatically in the input stage, 
can be added and extended by the volunteers. 

The Localization step refers to the validation of an 
existing georeference or the addition of a missing 
one. This step can use existing, but rather imprecise 
location information (e.g., a geotag) and extend it by 
specifying the position more precisely. The step can 
also describe the visual content, e.g., marking which 
building is shown and describing it in more detail. In 
contrast to the prior votings, the outcome of each 
user contribution is not handled anonymously but di-
rectly shown to other users. Therefore, the georefer-
encing is a jointly achieved, collaborative effort. 

%issue of disagreement is not taken into considera-
tion 

The Linking step creates clusters of related mes-
sages. Such clusters reduce the amount of visible 
content and organize messages. Within these clus-
ters, more relevant messages are placed more prom-
inent and salient than less relevant messages. The 
clusters can be created based on spatial properties, 
but may also be based on other criteria, such as key-
words, time or the information source. While this can 
be done automatically, volunteers can also link one 
message to another and take over its annotations or 
localizations. 

At the end of the User Processing Stage, the social 
multimedia items have been transferred from single, 
raw message objects to a set of processed, prioritized 
and spatially annotated messages. This set provides 
a more holistic information source. 

The final Usage Stage provides disaster officials 
with a map-based view on the disaster-related 
crowd-sourced multimedia items relevant to the 
event at hand. It supports them in reviewing the most 
relevant messages, which are reliable and accurately 
located. Instead of skimming through vast amounts 
of retrieved multimedia items, decision-makers can 
directly access the photos and videos that are poten-
tially most important. This stage provides map-based 
geovisualizations and tools to enable the spatial ac-
cess to the multimedia items. 

This conceptual framework describes the core 
working principles for a modular set-up. The three 
stages of the framework describe a processing pipe-
line for social multimedia items that turns them from 
raw data into a set of useful information with added 
value. The stages follow the idea of a modular archi-
tecture. From a technical perspective, each stage 
should be encapsulated and use clearly defined inter-
faces. Similarly, each step in the User Processing 
Stage should have explicit interfaces. Such modular 
design allows for integrating the framework in exist-
ing information systems and organizational struc-
tures. Each stage and all steps can be extended or re-
alized in a more or less complex way. For example, 
the georeferencing can provide a precise geotag, in-
clude orientation information or infer the geoloca-
tion based on marked features in the image [58]. The 
proposed conceptual framework aims to facilitate in-
formation assessments by effectively integrating 
crowd-sourced multimedia. Automated approaches 
collect social multimedia items from selected 
sources and prepare them for processing by ad-hoc 
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volunteers. As a result, disaster officials continu-
ously receive a set of verified, prioritized and inter-
connected photos and videos with a geospatial refer-
ence depicting an on-site situation as perceived by 
the crowd. 

An earlier version of the framework has been eval-
uated by three experienced disaster officials (cf. 
chapter 5.1). Their feedback has led to the revised 
version as described here. In the next section, we will 
explain how the framework can be realized and 
demonstrate the functionality with Twitter as an ex-
ample source for social multimedia. 

4. DEVELOPMENT OF A PROTOTYPE 

Based on the conceptual framework we designed 
and developed a prototypical web application called 
DisasterMapper. This section will explain the key as-
pects of the implementation of the prototype and out-
line the key elements in the realization of the concep-
tual framework. 

4.1. System Overview 

DisasterMapper is designed to enable volunteers 
to annotate and enrich information harvested from 
social multimedia during disaster situations. There-
fore, the application is tailored to an incident and in-
volves two different user groups: professionals and 
volunteers. Professionals are trained staff members 
from aid organizations or disaster management agen-
cies. Volunteers are laypersons, offering their help 
on an ad-hoc basis. They mostly come without prior 
training but have an intrinsic motivation rather than 
a formal assignment to help. This distinction is also 
reflected in the application. 

Our prototype consists of a front-end and a back-
end component. The automated back-end component 
constantly retrieves messages with photos from so-
cial media outlets and prepares them for manual 
crowd-based processing by volunteers. As an exam-
ple, media source, we chose Twitter. The front-end 
component consists of two user interfaces (UIs), 
each with two coordinated views. One UI enables 
volunteers to process the multimedia messages fol-
lowing the five steps of the sense-making and pro-
cessing stage. The second UI realizes the interaction 
and geovisual analytics stage for the disaster offi-
cials, who are making use of the processing results. 

                                                           

2 http://leafletjs.com (visited 09.08.2018) 
3 http://wiki.openstreetmap.org (visited 09.08.2018) 

To realize to user processing approach, Disaster-
Mapper was designed for a web browser and utilizes 
several JavaScript libraries: Leaflet2 for mapping 
utilities, OpenStreetMap3 for map tiles, jQuery4 for 
DOM utilities, and Bootstrap5 for styling. 

4.2. Deployment Principles during an Event 

DisasterMapper can be applied to any large-scale 
emergency but was specifically designed for natural 
disasters affecting a large area over an extended pe-
riod, such as floods, typhoons, or earthquakes. In 
those situations, people show a particular social co-
hesion and solidarity and demonstrate an intrinsic 
motivation to help [59], [60]. DisasterMapper chan-
nels this motivation by providing an opportunity to 
help as a digital volunteer. 

The professionals will deploy, maintain, and ad-
ministrate the system, and they will use the crowd-
sourced multimedia for information assessments in 
the usage stage. Some professionals will also act as 
gatekeepers and moderators. At the onset of a disas-
ter incident, a professional aid worker creates a new 
event in DisasterMapper and initiates the retrieval of 
multimedia items based on pre-defined criteria, in-
cluding an identifier for the incident (e.g., the name 
of a storm), keywords, the area of interest, and start-
time. The backend then starts to continuously collect 
Twitter messages and opens the user interface to the 
general public. If a list of trusted persons (i.e., Twit-
ter accounts) is available, each message will be auto-
matically checked against it and assigned a trustwor-
thiness factor. These actions are performed automat-
ically and realize the Data Retrieval and Storage 
Stage as well as the Reputation Stage of the concep-
tual framework. 

After setting up an event in DisasterMapper, the 
volunteers can perform the processing work on the 
collected items. The processing steps of the User 
Processing Stage are broken down into small tasks 
for simple and easy completion. This part of the ap-
plication follows a crowd-tasking approach and aims 
for numerous contributions. Each volunteer receives 
messages in a sequential order. Each message holds 
a photo and requires individual visual inspection. 
Here, the volunteer has simple voting options and 
means for interactions according to the five steps of 
the framework. After performing the steps, the vol-
unteer submits her contribution, which is then used 

4 https://jquery.com (visited 09.08.2018) 
5 http://getbootstrap.com/ (visited 09.08.2018) 



Journal of Theoretical and Applied Information Technology 
31st December 2018. Vol.96. No 24 

 © 2005 – ongoing  JATIT & LLS     

 

ISSN: 1992-8645                                                         www.jatit.org                                                        E-ISSN: 1817-3195  

 
8235 

 

to prioritize and visualize the messages in the Usage 
Stage. 

Professionals and disaster officials can log into the 
same event and have a similar interface. However, 
their view contains the result of the volunteering con-
tributions in a ranked and prioritized order. The mes-
sages can be queried and explored in a more struc-
tured way using the map interface to facilitate the de-
cision-making regarding response actions. 

The following sections describe the implementa-
tion of each stage with an emphasis on the user inter-
faces. 

4.3. Implementation 

Our prototype follows an MVC pattern and is sub-
divided into a front-end and a back-end component. 
The back-end component collects tweets for each on-
going event based on a set of defined criteria, includ-
ing the time range, the spatial extent, a list of key-
words, and optionally a list of user profiles, which 
are considered trustworthy. The collected tweets are 
translated into a message item with the six core prop-
erties of title, textual description, date and time of 
creation, source, sender, and media content. Each 
property is specified in more detail and contains ref-
erences to the information source. 

The messages are JSON-encoded and stored in a 
MongoDB database. Unlike relational databases, this 
NoSQL database does not enforce a schema or pre-
defined structure. Therefore, retrieved objects can be 
stored more flexibly. In MongoDB, records are 
called documents and organized in collections.  

Listing 1 shows a JSON encoded example docu-
ment from the collection “messages”. Each message 
contains the reference to a specific event (cf. attrib-
ute “event”) and includes the core properties, the user 
contributions as well as derived scores. All user con-
tributions are collected in a nested object with the 
votes from all users. Each user contribution refers to 
an author and contains a timestamp as well as the 
base elements “verification”, “relevanceScore”, and 
“category”. If a message is considered by a user to 
be not valid the value for “verification” is set to false, 
“relevanceScore” to zero, and “category” is left 
empty. If a user considers the message to be valid, 
she can provide a relevance score, assign it to a cat-
egory and include further information such as the lo-
cation of the tweet as a pair of latitude and longitude, 
links, keywords, and a comment. When submitting 
the user contribution, the derived scores are updated. 
The attribute “verified” indicates if a message is 

valid and reliable. It is automatically “true”' if it orig-
inates from a trusted source (cf. Attribute “trusted-
Source”). Otherwise, it is computed based on the 
user contributions and the values for “verification”.' 
If a defined threshold is exceeded, the attribute “ver-
ified” is set to false, and the message will not appear 
in the decision maker's view. If the message is veri-
fied, a ranking score is calculated. In this prototype, 
we used the mean value of the “relevanceScore” 
from all contributions. If two messages have the 
same relevance score, the one with the lower stand-
ard deviation receives the higher ranking. Higher 
ranking scores result in more prominent visualiza-
tion for the disaster officials. 

4.4. User Interface 

The web front-end is the central component of the 
application and has been realized in two separate, but 
complementary, user interfaces (UIs): one for digital 
volunteers to provide their contributions efficiently 
to the messages, and one for disaster officials to vis-
ualize and filter processed data according to the “vis-
ual analytics stage”. All users need to log into the 
application. Upon registration, each user is a digital 
volunteer at first. Disaster officials are being up-
graded by the system administrator. 

Figure 2 depicts the UI for digital volunteers, con-
taining two coordinated views. The map shows the 
affected area and provides spatial access to already 
geolocated messages. A list view on the left side con-
tains all available messages in an ordered by recency 
from more current to less current. Selecting a mes-
sage from either the map or the list will result in an 
aligned view: the map zooms and pans to the location 
of the message or the list scrolls up or down to pro-
vide the message's details. The map extent also 
serves as a bounding box for a spatial filter of the 
messages. Georeferenced messages, which are not 
within the view frame of the map, are not included in 
the message list on the left. Non-geolocated mes-
sages are included permanently in the list, as they 
still need to be assigned to a location. 
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A message itself consists of two parts. The upper 
part provides the details of the message, including 
the author, the creation time, the text, the included 
media (i.e., photos), and an identifier if the message 
is already geolocated (cf. Figure 2 (c), blue area on 
the left). If a user clicks on the media item, it will 
open as an enlarged overlay on top of the map area. 
The lower part of each message allows digital volun-
teers to make contributions to the message. This part 
becomes visible if a particular message is selected. 
The volunteer can first vote regarding the credibility 
and the relevance of the message and can assign it to 
a predefined category. Upon selecting one voting op-
tion, the volunteer receives a visual feedback follow-
ing the three traffic light colors, with “green” repre-
senting a high relevance/ credibility, “orange” a mid-
level value, and “red” a low relevance/ credibility. 
These votes are made secretly and will not be shown 
to other volunteers to prevent any bias as each vote 
accounts for the calculation of the relevance scores. 
For the keyword and comment section, the volun-
teers provide written input. In contrast to the votings, 
this section and the contributions are made public 
and become immediately visible to all volunteers. Fi-
nally, if a message is not yet georeferenced volun-
teers can drag a marker onto the map to locate the 
message. The bar at the top of the screen includes 
opportunities to filter messages by certain criteria 
such as spatial or temporal extent, keywords, media 
type. A short introductory tutorial before using the 
application will provide the digital volunteers with 
short guidelines regarding the votings on relevance 
and categorization. 

The user interface for disaster officials is designed 
very similarly to the one for digital volunteers. The 
alignment of the map, the message list, and the filter 
bar are identical. In contrast to the volunteers, the 
disaster officials see the messages in the list on the 
left side, not in a temporal order but prioritized ac-
cording to the computed relevance score. Therefore, 
they see the most important messages first but have 
still access to all messages. Clicking one message 
provides an overview of all volunteers’ contribu-
tions: the number of people that have voted a mes-
sage as credible or implausible, the category, which 
the message was assigned by the majority of votes, 
the keywords, and comments inserted by volunteers. 
Additionally, the search function allows querying 
messages based on their verification and relevance 
score, as well as by category. The map section also 
defines the spatial query extent. Disaster officials can 
enable real-time monitoring to receive immediate 
updates on newly processed messages. If this func-
tion is disabled, the application does not update the 

content itself and therefore remains more invariant. 
The user then needs to pull new updates manually, 
which in some cases is preferred over a continuously 

{ 
  "_id": "654b335eaa71326383e64004ffa82bad",  
  "sender": { 
    "name": "Mister‐X.it",  
    "profileImage": "https://pbs.twimg.com/profile_images/ 

1127509121/Untitled‐4_400x400.jpg",  
    "url": "https://twitter.com/RedazioneMrX" 
  },  
  "title": "Tweet",  
  "text": "Terremoto,lo sciame sismico non si ferma. 

Scossa di 4,8 nuovi crolli. Oltre 22mila persone 
assistite http://dlvr.it/MZTbZZ",  

  "createdAt": "2016‐11‐02T06:07:11.000+0000",  
  "source": { 
      "name": "Twitter",  
      "url": "https://twitter.com/RedazioneMrX/ sta‐

tus/793680824054849537" 
  },  
  "media": [ 
      "https://pbs.twimg.com/media/CwO4gBqVUAAVsmy.jpg" 
  ],  
  "location": { 
      "longitude": "43.037685",  
      "latitude": "13.164240" 
  },  
  "event": "5461fd60aa75cea81500003d",  
  "relevanceScore": "2.8",  
  "relevanceScoreStd": "1.47",  
  "verified": true,  
  "userContributions": [ 
    { 
      "relevanceScore": "4",  
      "verification": "true",  
      "category": "People",  
      "keywords": [ 
        "sismico", "Fiastra" 
      ],  
      "author": "5483065aaa75ce581300002e",  
      "createdAt": "2016‐11‐02T09:07:11.000+0000" 
    },{ 
      "relevanceScore": "3",  
      "verification": "true",  
      "category": "People",  
      "comments": "Da verificare la presenza di individui 

nei veicoli.",  
      "keywords": [ 
        "Earthquake", "Italy", "Bolognola" 
      ],  
      "author": "5483065aaa75ce5813000030",  
      "createdAt": "2016‐11‐02T09:13:26.000+0000" 
    },{ 
      "relevanceScore": "4",  
      "verification": "true",  
      "category": "People",  
      "longitude": "43.037685",  
      "latitude": "13.164240",  
      "links": "http://dlvr.it/MZTbZZ",  
      "keywords": [ 
        "terremoto", "Italy", "Fiastra" 
      ],  
      "author": "5483065aaa75ce5813000031",  
      "createdAt": "2016‐11‐02T09:13:56.000+0000" 
    },{ 
      " relevanceScore": "0",  
      "verification": "false",  
      "category": "",  
      "author": "5483065aaa75ce5813000032",  
      "createdAt": "2016‐11‐02T09:17:28.000+0000" 
    } 
  ] 
} 
 
 

Listing 1: Example Of JSON Encoded Message Ob-
ject. The Individual User Contributions (Indicated 

With Yellow Background) Are The Basis For Compu-
ting The Relevance Score, Its Standard Deviation, 

And The Verification Indicator (Indicated With 
Green Background). 
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self-updating system. The disaster officials can also 
download the georeferenced and prioritized mes-
sages as shapefile to integrate them in other GIS ap-
plications. 

5. EVALUATION 

Our proposed framework and the developed pro-
totype have been tested and evaluated in two types 
of evaluation. The first one focused on the theoretical 
framework and consisted of three semi-structured 
expert interviews, while the second evaluation relied 
on a real-world experiment to evaluate the prototyp-
ical application with volunteers and disaster offi-
cials. 

5.1. Expert Interviews 

To review our proposed conceptual framework, 
we conducted problem-centered interviews [61] with 
three professional disaster officers. One was a chief 
fire officer in the province of Perugia in the Umbria 
region of Italy. The other two were head officers in 
the Civil Protection Departments of the Tuscany and 
the Abruzzo regions of Italy. The interviews were 
conducted in Italian language and recorded on tape. 
Then the recordings were transcribed and translated 
into English. For the interviews, an earlier iteration 
of the framework was used. The feedback from the 
domain experts and practitioners was included in the 
revision of the framework as it is presented here. 

All three disaster officers emphasized the poten-
tial benefit of social multimedia can be far bigger 
than its actual impact, especially in the early phase 
of a disaster. However, the lack of trained people 
prevents the incorporation of these information 
sources. Outsourcing the processing to ad-hoc vol-
unteers was acknowledged as a valuable opportunity, 
but all three participants expressed hesitations and 
concerns. One expert stated that “[usual] data pro-
cessing requires knowledge and expertise, which ex-
ceeds the typical citizen capabilities”. This concern 
can be counterbalanced by the five-step approach to 
processing each message. Instead of a generic task 
requiring profound knowledge and prior training, we 
apply the principles of micro-tasking and split the 
processing into small chunks. This approach mini-
mizes the error rate and maximizes the user involve-
ment [62]. 

The second important consideration relates to the 
trustworthiness of authors. Pictures taken by trained 
people and shared through social media networks 
were assumed to be more trustworthy than other 
messages. In contrast to the general crowd, infor-
mation from trusted sources does not require the 
same validation and verification may be separated. 
Based on this feedback we introduced the “reputa-
tion filtering and annotation” step in the input stage, 
which labels the messages from trusted persons such 
as members of relief organizations, crisis managers, 
mayors, or further domain experts. These messages 

Figure 2: Screenshot Of The Disastermapper Prototype With A Digital Volunteer Processing A Message. On The 
Left Side (A) All Available Messages Are Listed According To The Filter Settings And In Temporal Descending Order. 

Only Messages In The View-Shed Of The Map (B) Are Listed Here. The Current Message (C) Is Indicated By The 
Symbol Of Its Source (Here The Twitter Logo), Both On The Map And The List (D). The Media Item Opens In An 

Overlay On Top Of The Map (E). 
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may be more trustworthy, but not necessarily more 
relevant. Therefore, all messages will undergo the 
process (including the verification step) but labeled 
messages will be presented to the digital volunteers 
with higher priority to be processed first. Compared 
to other messages these trustworthy ones are also 
ranked with higher final relevance scores, resulting 
in a more prominent presentation to the disaster offi-
cials. 

The third consideration refers to the content of the 
messages. It was considered necessary by the three 
experts to distinguish between requests for help and 
the provision of information about, e.g., the state of 
buildings or roads. While one can directly save lives, 
the other one is necessary for planning where to send 
relief teams and where to place the base-camps. The 
DisasterMapper prototype realizes this requirement 
by assigning the messages to categories during the 
annotation step. The categories are “requesting 
help”, “providing help”, “information provision” and 
“other”. The expert interviews provided valuable 
feedback, which gave many insights from the practi-
tioner's point of view and led to the revised and ex-
tended version of the framework as we present it in 
this paper. 

5.2. Experiment 

To test the applicability of the framework and its 
prototypical realization, we conducted a small prac-
tical experiment involving digital volunteers and dis-
aster officials. As a use case, we selected a prior in-
cident, namely the flash flood event in Genoa, Italy 
in early October 2014. Within three days the city had 
experienced 180~mm of precipitation, which is 
equivalent to two-thirds of the average annual rain-
fall. The resulting massive floods caused one death 
and damages to public and private property of about 

EUR 185 million. The incident had also entailed 
massive social media activities, with many messages 
being created and shared through different networks. 
We conducted our experiment with 20 participants 
from Italian relief organizations. They took over the 
roles of the volunteers and disaster officials. The 
study was divided into the three phases: briefing, 
work phase, and questionnaire. 

The briefing phase introduced the participants to 
the experiment. The use case and the tasks to be per-
formed were presented by two researchers, who also 
supervised the experiment. The participants received 
guidelines on how to evaluate the messages regard-
ing their verification, relevance, category, and main 
keywords. In preparation for the experiment, a subset 
of messages had been selected and processed by our 
researchers together with the three interviewed ex-
perts (cf. chapter 5.1). During the work phase, the 
volunteers were processing the messages of this sub-
set. The disaster officials were working on a ficti-
tious information assessment and constantly in-
cluded the processed messages. Additionally, the re-
searchers were directly observing the ongoing pro-
cesses. The third phase consisted of the question-
naire and aimed to collect verbal feedback from the 
participants. This feedback was collected in an inten-
tionally informal way to gather unaffected opinions. 
The questionnaire consisted of four parts: demo-
graphic information about the participants, their 
technology skills, their use of IT systems during re-
sponse actions, and the ease of use of the application. 

All participants were active members of the Italian 
Civil Protection, most of them (90\%) for more than 
one year and 60\% for more than five years. Eight 
participants were between 18 and 30 (40\%), six par-

Figure 3: Results Of The Questionnaire Regarding The Ease Of Searching For And Georeferencing Of Messages. 
Searching For Messages Based On The Content Was Almost As Easy As Searching For Messages Based On The Spatial 

Properties (E.G. An Existing Georeference). Georeferencing A Message Was Also Reported To Be Easy. 
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ticipants were between 31 and 50 (30 %), and an-
other six participants were over 50 (30 %). Most par-
ticipants were male (65 %). 

The participants reported to not having encoun-
tered difficulties in completing the requested tasks. 
All tasks were considered easy or very easy to ac-
complish. Figure 3 shows a histogram of the ques-
tions regarding the ease of searching for a message 
by content and by space and the georeferencing of a 
message. Both types of searching for messages were 
easy to accomplish, with slight favors for the spatial 
search. The georeferencing of a message, i.e., plac-
ing a marker on the map at the location, was also re-
ported to be easy. However, some participants men-
tioned, it was challenging to identify the location of 
a photo if the message did not contain detailed infor-
mation, e.g., in the textual description or by recog-
nizable landmarks in the photo. The georeferencing 
also became challenging, if the volunteers lacked lo-
cal knowledge. The involved participants were 
mainly from the Abruzzo region und were facing dif-
ficulties in processing messages about the flood 
event in Genoa, which is several hundred kilometers 
away. It follows from these statements that a good 
knowledge of the affected area is preferable and, 
hence, it would be desirable for real-world deploy-
ments to involve local digital volunteers. Moreover, 
a few participants mentioned it to be difficult to ver-
ify the message if the accounts could not be clearly 
related to a person. We observed the participants 
opened the tweets on Twitter and inspected other 
tweets from the same account. It was requested to 
better facilitate this activity by the DisasterMapper 
application. The participants acknowledged the pro-
vided evaluation schema as very helpful. However, 
it should be introduced by the application itself and 
not through an external briefing. This would de-
crease the obstacle for ad-hoc volunteers. 

The participants in the role of disaster officials 
were also able to utilize the processed messages and 
could incorporate them into the fictitious infor-
mation assessment. The participants requested the 
opportunity for disaster officials to modify the event 
description and specifications during deployments to 
be able to adapt the processing to the changing needs. 
For example, the participants wanted to modify the 
evaluation schema, i.e., adapting the categorization, 
or prioritize certain areas to be processed first. 

6. DISCUSSION 

The conceptual framework describes how social 
multimedia can be turned into a structured set of val-
uable messages for information assessments. This 

framework has been reviewed by three expert inter-
views and prototypically realized in the Disaster-
Mapper application. This prototype primarily aimed 
at testing the feasibility and applicability of the 
framework as a whole. We, therefore, restricted our 
focus to the central aspects of the User Processing 
Stage and the user interfaces. The main development 
was done for the digital volunteer’s UI with adapta-
tions for the disaster officials UI. Although the offi-
cials could make use of it in the usage stage and have 
done so successfully, this user interface does not ex-
ploit the full potential of the framework. The evalu-
ations proved the overall feasibility of the frame-
work, but there is a need for a closer inspection of all 
steps and an explicit evaluation of the usability und 
user experience. The linking of messages has not 
been made explicit but is based on geospatial prop-
erties and can be explored through the geovisualiza-
tion. Further types of manual or automatic linking 
and grouping of messages should be explored and 
tested. Here, a stronger focus on the needs of disaster 
officials is necessary to adapt their user interface ac-
cordingly. 

Although all tasks of the experiment were easy to 
perform for the qualified and experienced partici-
pants, their feedback shows the need for further ex-
ploration and analysis of spatial interaction and con-
tributions methods for laypersons. Any additional 
barriers preventing immediate contributions should 
be removed or lowered as much as possible. The 
need to sign-up for the application is such a barrier. 
It was introduced because in related crowdsourcing 
applications the contributions of registered users 
were of higher quality than those by anonymous us-
ers [63]. Despite the need for this mechanism, future 
work will design a simpler and more immediate sign-
up and log-in process. The integration of authentica-
tion methods such as OAuth logins for prominent so-
cial networks will make DisasterMapper more acces-
sible for the users and will also allow the disaster of-
ficials to know more about the volunteers. 

Future work also aims at investigating which dif-
ferent roles the volunteers adapt during their partici-
pation and how trustworthy the processing results of 
volunteers are. The contributions of more trustwor-
thy and known volunteers may also have a higher 
weighting in the computing of the relevance scores 
than those of first-time digital volunteers. The exper-
iment revealed the lack of local knowledge as im-
portant and limiting drawback. To counterbalance 
this issue, we plan to assign the volunteers according 
to their spatial knowledge areas. Users may provide 
zones of familiarity and will receive messages for 
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processing and revising from within or close-by 
these zones. 

One major limitation of the application is given 
using Twitter as the only outlet for social multime-
dia. Although it provides a valuable source of crowd-
sourced information and its broad penetration [40], 
there are regional differences, which result in a par-
tial state of coverage. Future work needs to incorpo-
rate further sources for two different reasons. First, 
the application needs to increase the information 
coverage of social multimedia. Second, the interplay 
of several outlets and the merging of messages with 
duplicated content have not been realized in our pro-
totype. For future work, we will also incorporate vid-
eos as second major multimedia type in social net-
works. We will explore how these videos can be 
properly georeferenced and which means of interac-
tion are suitable to enhance assessments. 

7. CONCLUSIONS 

Information assessments during disaster response 
operations need detailed and timely information to 
correctly evaluate the situation after a disaster strike. 
Crowd-sourced information and social multimedia, 
in particular, can provide valuable information to 
disaster officials if it can be incorporated systemati-
cally without additional efforts. However, crowd-
sourced information is usually not well structured 
and leveraging its benefits requires efforts and re-
sources relief organizations usually do not have. 

In this paper, we aimed at leveraging crowd-
sourced social multimedia by following a semi-man-
ual micro-tasking approach to process collected so-
cial multimedia. We developed a conceptual frame-
work, which addresses the identification of poten-
tially relevant multimedia messages and their prepa-
ration for a rapid information assessment. The frame-
work utilizes the often-shown intrinsic motivation of 
ad-hoc volunteers and enables them to help digitally 
by verifying, georeferencing, and annotating photos 
collected from social networks or other non-authori-
tative sources. The conceptual framework consists of 
three stages, each of them constituting a phase to be 
traversed in the process from raw social multimedia 
messages to useful items for information assess-
ments. During the central “Sense-Making and Pro-
cessing Stage” and a series of five steps, the digital 
volunteers make small and well-structured contribu-
tions to the raw messages. With these contributions, 
the volunteers verify and prioritize the messages ac-
cording to a given schema. They can geo-reference 
the messages by placing a marker on the map and 

assign the messages to categories to identify the most 
important and urgent ones. 

We implemented a prototype, namely Disaster-
Mapper, which realizes the developed framework. 
Compared to similar platforms such as CrisisTracker 
[53], TweetCred [33], or Tweak the Tweet [54] the 
provides a unique and novel combination for the 
user-driven assessment of verification, geolocation, 
and prioritization. DisasterMapper enables digital 
volunteers to contribute to response actions by pro-
cessing collected social multimedia items related to 
an ongoing emergency. All manual contributions are 
summarized into an overall score by automatic 
means. The prototype allows disaster officials to use 
the annotated information for information assess-
ment. 

We conducted three semi-structured interviews 
with disaster officers and tested the overall approach 
in a real-world experiment. Both evaluations demon-
strated that digital volunteers could successfully pro-
cess social multimedia content and create a valuable 
set of photos, which can then be used systematically 
for information assessment operations. Citizens are 
not only pure information providers anymore but can 
become active participants in the information pro-
cessing and enhancement. 

The conceptual framework provides a generic 
summary of necessary actions and steps for a struc-
tured integration of social multimedia. Our Disaster-
Mapper prototype illustrates how this framework can 
be realized and demonstrates the interaction between 
disaster officials and digital volunteers. The proto-
type needs to be extended and revised within a sec-
ond iteration to fully play out the advantages of the 
framework. Future work will address the discussed 
limitations and increase the usability of the user in-
terfaces and extend the prototype to also incorporate 
videos from social networks showing real-world sce-
narios. 
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