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ABSTRACT 

With more evolution in technology, the database increased and came more complex and huge. Also, the 
search process in these data became complicated and takes a lot of time to reach valuable information. So, 
we need to an intelligent tool to deal with this problem. Data mining techniques can a solution to this 
problem. It is point out excavating knowledge from massive amounts of data. Techniques of data mining 
used in many fields such as pattern recognition and recommender systems here used within a database to 
improve the search process. This research displays different data mining techniques (decision tree, 
association rule, a neural network, fuzzy set ...) and shows cases of data mining techniques combined with a 
database. This paper directed to help new researchers take an overview of data mining techniques that can 
use in database prediction to enhance the search process.  

Keywords: Data Mining, Prediction Methods, Classification, Cluster, Database. 

1. INTRODUCTION  

             Recently with improvement in information 
technology, data mining techniques became the 
suitable tool and achieved a great success in 
different fields. Before discussing these techniques, 
we need to understand what meant by data mining. 
As stated in [1-3], Data mining is an extraction of 
interesting patterns or knowledge from huge 
amount of data. Data mining affected on Multiple 
Disciplines such as database technology, machine 
learning, statistics, pattern recognition, 
recommender systems and other fields.  

Max Bramer in 2007[1] described the 
basic process of data mining consists of three steps: 
data preparation, data analysis and evaluation 
process. We concentrate on data analysis process 
that contains data mining techniques, these 
techniques classified into clustering and 
classification or prediction. Classification build 
models (functions) that depict and distinguish 
classes or notions for future prediction with 
unknown or missing numerical values. We 
introduce basic techniques for data classification, 
such as how to build decision tree classifiers, 
Bayesian classifiers, Bayesian belief networks, and 
rule based classifiers. Back propagation (a neural 
network technique) is also discussed, in addition to 
support vector machines method. Classification 
based on association rule mining is explored. Other 

approaches to classification, such as k-nearest-
neighbor classifiers, case-based reasoning, genetic 
algorithms, rough sets, and fuzzy logic techniques, 
are introduced. This paper directed to help new 
researchers take a brief overview about techniques 
of data mining that can use in various fields 
especially in database prediction.      

The structure of this paper as following: section 2 
briefly outlines the process of data mining, section 
3 discuss the different techniques of data mining. 
Also, section 4 reviews some of cases that used 
these techniques in database. Finally, section 5 
contains on the conclusion. 

2. PROCESS OF DATA MINING 

 Before one attempts to extract useful knowledge 
from data, it is important to understand the overall 
approach. Simply knowing many algorithms used 
for data analysis is not sufficient for a successful 
data mining (DM) project. Finding a good model of 
the data, which at the same time is easy to 
understand, is at the heart of DM. to apply this,  
process of data mining consist a set of steps 
followed[3][4] , these steps described in Figure 1 
and discussed with some details in following 
subparts. 

2.1 Data 
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The outcome of data mining heavily depends on the 
quality and quantity of available data. Data 
described by three issues: data types, data storage 
techniques, and amount and quality of the data. 
Data defined as a collection of objects and their 
attributes, where a property or characteristic of an 
object. 

 

  

 

 

 

 

 

 
 
 
                    

Figure1: Process of Data Mining 

 

2.2 Data preparation 

Data preprocessing techniques, when applied 
before mining, can substantially improve the 
overall quality of the patterns mined and/or the time 
required for the actual mining [3]. There are a 
number of data preprocessing techniques [4], [5]: 

 Data cleaning can be applied to remove noise 
and correct inconsistencies in the data. 

 Data integration merges data from multiple 
sources into a coherent data store, such as a 
data warehouse. 

 Data transformations, such as normalization, 
may be applied. For example, normalization 
may improve the accuracy and efficiency of 
mining algorithms involving distance 
measurements.  

 Data reduction can reduce the data size by 
aggregating, eliminating redundant features, or 
clustering, for instance. 

 
2.3 Data analysis (modeling) 

This process is considered the most important step 
in data mining processes because   different 
methods of data mining described here. Modeling 

usually involves the use of several methods for the 
same DM problem type and calibration of their 
parameters to optimal values. This paper 
concentrate on a variety of data mining techniques, 
so, we deal with this point with more details in 
section 3. 

2.4 Evaluation 

 Han and Kamber introduced in 2011[2], the criteria 
used to evaluate different models of data mining: 
 Accuracy: The accuracy of a classifier refers to 

the ability of a given classifier to correctly 
predict the class label of new or previously 
unseen data. Similarly, the accuracy of a 
predictor refers to how well a given predictor 
can guess the value of the predicted attribute 
for new or previously unseen data. 

 Speed: This refers to the computational costs 
involved in generating and using the given 
classifier or predictor. 

 Robustness: This is the ability of the classifier 
or predictor to make correct predictions given 
noisy data or data with missing values. 

 Scalability: This refers to the ability to 
construct the classifier or predictor efficiently 
given large amounts of data. 

 Interpretability: This refers to the level of 
understanding and insight that is provided by 
the classifier or predictor. Interpretability is 
subjective and therefore more difficult to 
assess. 

 
3 - DATA MINING TECHNIQUES 

The following figure (Figure 2) overview different 
techniques of data mining with their 
correspondence to paper sections. As described, 
data analysis or modeling steps divided into 
supervised and unsupervised learning based on the 
method of learning (machine learning), and then 
classified into classification, prediction and 
clustering as the of type problems.  

Data  

Data preparation  

Data mining techniques 

Evaluation  
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Figure 2: Different Techniques of Data Mining. 

3.2 Supervised Learning 

In supervised learning, finding a model that could 
predict the true underlying probability for each test 
case would be optimal [6]. Techniques for 
supervised learning can be further subdivided 
into classification and regression depending on the 
type of response variable (categorical or numerical) 
[7, 8, 9]. Next subsections cover different 
classification or categorical prediction methods. 

 
3.2.1 Decision tree 

Decision tree induction is the learning of decision 
trees from class-labeled training tuples. A decision 
tree is a flow chart-like tree structure, where each 
internal node(nonleaf node) denotes a test on an 
attribute, each branch represents an outcomeof the 
test, and each leaf node (or terminal node) holds a 
class label. 

 A researcher in machine learning developed a 
decision tree algorithms known as ID3, C4.5, and 
CART [2,10,11,12], these algorithms adopted a 
greedy approach in which decision trees are 
constructed in a top-down recursive divide-and-
conquer manner. Most algorithms for decision tree 

induction also follow such a top-down approach, 
which starts with a training set of tuples and their 
associated class labels for more details in [2]. This 
algorthim used a heuristic procedure for selecting 
the attribute that “best” discriminates the given 
tuples according to class. This procedure employs 
an attribute selection measure, such as information 
gain,Gain-ratio and Gini index [13]. 

Information Gain 

Information gain allowing multiway splits tree. ID3 
uses information gain as its attribute selection 
measure. This measure is based on pioneering work 
by Claude Shannon on information theory, which 
studied the value or “information content” of 
messages. The expected information needed to 
classify a tuple in D is given by  

       Info(D)= െ ෌  𝑝𝑖 logଶሺ 𝑝𝑖ሻ
௠

௜ୀଵ
                    (1)                           

 Where pi is the probability that an arbitrary tuple in 
D belongs to class Ci and is estimated by |Ci,D|/|D|. 
A log function to the base 2 is used, because the 
information is encoded in bits. Info(D) is just the 
average amount of information needed to identify 
the class label of a tuple in D. Info(D) is also 
known as the entropy of D. to calculate the 
expected information after partitioning use, 

       infoA(D)=෍
|஽௝|

|஽|
∗  𝐼𝑛𝑓𝑜 ሺ𝐷jሻ

௩

௝ୀଵ
                 (2)                                    

 The term 
|஽௝|

|஽|
 acts as the weight of the jth partition. 

InfoA(D) is the expected information required to 
classify a tuple from D based on the partitioning by 
A with distance v. The smaller the expected 
information (still) required, the greater the purity of 
the partitions. Information gain is defined as the 
difference between the original information 
requirements and the new requirement (i.e., 
obtained after partitioning on A). That is, 
        Gain(A)=Info(D)-infoA(D)                         (3)                                       
Gain ratio 
   The information gain measure is biased toward 
tests with many outcomes. C4.5, a successor of 
ID3, uses an extension to information gain known 
as gain ratio, which attempts to overcome this bias. 
It applies a kind of normalization to information 
gain using a “split information” value defined 
analogously with Info(D) as 

     SplitInfoA(D)=െ ෍
|஽௝|

|஽|
∗  logଶሺ

|஽௝|

|஽|
ሻ

௩

௝ୀଵ
         (4)                                     

This value represents the potential information 
generated by splitting the training data set, D, into v 
partitions, corresponding to the v outcomes of a test 
on attribute A. the gain ratio is defined as  
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       GainRatio(A)=
ீ௔௜௡ሺ஺ሻ

ௌ௣௟௜௧ூ௡௙௢ሺ஺ሻ
                             (5)                                                      

The attribute with the maximum gain ratio is 
selected as the splitting attribute. 
 
Gini index 
 
     The Gini index is used in CART [14]. Using the 
notation described above, the Gini index measures 
the impurity of D, a data partition or set of training 
tuples, as 
        Gini(D)=1 െ ∑ 𝑝௜

ଶ௠
௜ୀଵ                                  (6)                                                        

The Gini index considers a binary split for each 
attribute. We compute a weighted sum of the 
impurity of each resulting partition. For example, if 
a binary split on A partitions D into D1 and D2, the 
gini index of D given that partitioning is 

     GiniA(D)=
|஽ଵ|

|஽|
 𝐺𝑖𝑛𝑖ሺ𝐷ଵሻ ൅

|஽ଶ| 

|஽|
𝐺𝑖𝑛𝑖ሺ𝐷ଶሻ       (7)                                                

The reduction in impurity that would be incurred by 
a binary split attribute A is 
      ∆𝐺𝑖𝑛𝑖ሺ𝐴ሻ ൌ 𝐺𝑖𝑛𝑖ሺ𝐷ሻ െ 𝐺𝑖𝑛𝑖஺ሺ𝐷ሻ                (8)                                                          
The attribute that maximizes the reduction in 
impurity (or, equivalently, has the minimum 
Gini index) is selected as the splitting attribute. 
 
3.2.2 Bayesian classification  

Bayesian classifiers are statistical classifiers. 
Studies comparing classification algorithms have 
found a simple Bayesian classifier known as the 
naïve Bayesian classifier to be comparable in 
performance with decision tree and selected neural 
network classifiers. Bayesian classifiers have also 
exhibited high accuracy and speed when applied to 
large databases [2]. 

The Naive Bayes algorithm is a simple probabilistic 
classifier that calculates a set of probabilities by 
counting the frequency and combinations of values 
in a given data set. The algorithm uses Bayes 
theorem and assumes all attributes to be 
independent given the value of the class variable 
[15][16]. Bayes theorem provides a way of 
calculating posterior probability P(c|x) from P(c), 
P(x) and P(x|c). Look at the equation below:  

                       𝑝ሺ𝑐|𝑥ሻ ൌ  
௣ሺ௫|௖ሻ௣ሺ௖ሻ

௣ሺ௫ሻ
                         (9)                                                                             

  Above, 

 P(c|x) is the posterior probability 
of class (c, target) 
given predictor (x, attributes). 

 P(c) is the prior probability of class. 

 P(x|c) is the likelihood which is the 
probability of predictor given class. 

 P(x) is the prior probability of predictor. 

 

 

Naïve Bayesian Classification algorithm work as 
follow [17]: 

 1: Let D be a training set of tuples and their 
associated class labels represented by an n-
dimensional attribute vector, X = (x1, x2, .. , xn). 

 2: Suppose that there are m classes, C1, C2, .. , 
Cm. Given a tuple, X, the classifier will predict 
that X belongs to the class having the highest 
posterior probability, conditioned on X. Create 
Likelihood table by finding the probabilities of 
P(x|c). 

  3: Now, use Naive Bayesian equation 
(equation 9) to calculate the posterior 
probability for each class. The class with the 
highest posterior probability is the outcome of 
prediction. 

The main benefits of Naive Bayes classifiers are 
that they are robust to isolated noise points and 
irrelevant attributes, and they handle missing values 
by ignoring the instance during probability estimate 
calculations [18]. But, limitation of Naive Bayes is 
the assumption of independent predictors. In real 
life, it is almost impossible that we get a set of 
predictors which are completely independent. To 
deal with this problems, there is another bayesian 
classification called bayesian belief network. 

Bayesian belief networks are graphical models, 
which unlike naïve Bayesian classifiers, allow the 
representation of dependencies among subsets of 
attributes. Bayesian belief networks can also be 
used for classification. 

Another solution for the problem of independent of 
naïve bayesian classifier is the attribute reduction. 
Attribute reduction is an effective way to improve 
the performance of this classification. liu and song 
in [19] take advantage of mixed Simulated 
Annealing and Genetic Algorithms to optimize 
attribute set. 

3.2.3   Rule-based classification 

Rules are a good way of representing information 
or bits of knowledge. A rule-based classifier uses a 
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set of IF-THEN rules for classification. An IF-
THEN rule is an expression of the form "IF 
condition THEN conclusion". These rules can be 
generated by direct methods ( from data set) or 
indirect methods. Direct methods such as sequential 
covering algorithm (AQ, CN2, RIPPER) . Indirect 
methods as PART and decision tree. The popular 
sequential covering algorithm is RIPPER [20], we 
next portray basic sequential covering algorithm. 

Algorithm 1: Sequential covering. Learn a set of 
IF-THEN rules for classification. 

        Input: 

 D, a data set class-labeled tuples; 
 Att _vals, the set of all attributes and their 

possible values. 

        Output: A set of IF-THEN rules. 

        Method: 

           Rule set = fg; // initial set of rules learned is empty 

            for each class c do 

             repeat 

             Rule = Learn One Rule(D, Att vals, c); 

             remove tuples covered by Rule from D; 

             until terminating condition; 

            Rule set = Rule set +Rule; // add new rule to rule 
set 

         endfor 

       return Rule Set; 

 

Figure 3: Basic Sequential Covering Algorithm. 

A basic sequential covering algorithm is shown in 
Figure 3. Here, rules are learned for one class at a 
time. Ideally, when learning a rule for a class, Ci, 
we would like the rule to cover all (or many) of the 
training tuples of class C and none (or few) of the 
tuples from other classes. In this way, the rules 
learned should be of high accuracy. The rules need 
not necessarily be of high coverage. A rule R can be 
assessed by its coverage and accuracy, these 
calculated by 

   𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒ሺ𝑅ሻ ൌ
௡೎೚ೡ೐ೝೞ

|஽|
   (10)                                                                                 

  𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦ሺ𝑅ሻ ൌ  
௡೎೚ೝೝ೐೎೟

௡೎೚ೡ೐ೝೞ
                                  (11)                                      

Where  

 ncovers : number of tuples covered by R;  

ncorrect : number of tuples correctly classified by R; 

 |D| :  number of tuples in in data set.  

 

 

 

Han and Mihaela in 2018 introduced a new rule 
based algorithm called Gini-index based rule 
generation (GIBRG), which uses Gini-Index in rule 
learning for the selection of attribute-value pairs by 
measuring the amount of increase in terms of the 
quality of a single rule being learned. GIBRG leads 
to an improvement in classification accuracy 
compared with popular rule based algorithms [21]. 

3.2.4 Back propagation (ANN) 

neural network is a set of connected input/output 
units in which each connection has a weight 
associated with it. During the learning phase, the 
network learns by adjusting the weights so as to be 
able to predict the correct class label of the input 
tuples [22]. Neural network consist of three layers 
input, hidden and output layer. NN include their 
high tolerance of noisy data as well as their ability 
to classify patterns on which they have not been 
trained. They can be used when you may have little 
knowledge of the relationships between attributes 
and classes. They are well-suited for continuous-
valued inputs and outputs, unlike most decision tree 
algorithms. 

There are many kinds of neural network 
algorithms. The most popular is backpropagation, 
which learns by iteratively processing a data set of 
training tuples, comparing the network’s prediction 
for each tuple with the actual known target value. 
the weights are modified so as to minimize the 
mean squared error between the network’s 
prediction and the actual target value. These 
modifications are made in the “backwards” 
direction [23]. Figure. 4 display steps of 
backpropagation learning algorithm, where Ij, input 
unit, Oj is the output, wij is the weight from unit i to 
unit j, Өj is the bias of the unit. Err denote to the 
error of network's prediction, Tj is the target value. 
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Algorithm 2:  backpropagation algorithm. 

Input: 

 D, a data set consisting of the training tuples 
and their associated target values; 

 l, the learning rate; 
 network, a multilayer feed-forward network. 

Output: A trained neural network. 

Method: 

    Initialize all weights and biases in network; 

    while terminating condition is not satisfied { 

         for each training tuple X in D { 

                for each input layer unit j { 

                     Oj = Ij; // output of an input unit is its actual 
input value 

                for each hidden or output layer unit j { 

                      Ij = ∑wi jOi+Өj;  

                      Oj  =   
ଵ

ଵା௘ష಺ೕ
 ;} 

                for each unit j in the output layer 

                      Err j = Oj(1- Oj)(Tj - Oj);  

                for each unit j in the hidden layers, from the 
last to the first hidden layer 

                      Err j = Oj(1- Oj)∑ Errkwjk;  

                for each weight wi j in network { 

                      ∆wi j = (l)Err jOi; // weight increment 

                       wi j = wi j +∆wi j; } // weight update 

               for each bias Өj in network { 

                      ∆Өj = (l)Err j; // bias increment 

                      Өj = Өj +∆Өj;}  // bias update 

        }} 

Figure 4: Backpropagation Learning Algorithm. 

 

Weipeng in 2018 discussed the evolvement of feed-
forward neural networks with random weights 
(NNRW), especially its applications in deep 
learning. In NNRW, due to the weights and the 
threshold of hidden layer are randomly selected and 
the weights of output layer are obtained 

analytically, NNRW achieved much faster learning 
speed than BP-based methods [24]. 

 

3.2.5 Support vector machines (SVM) 

Support Vector Machines, a promising  method for 
the classification of both linear and nonlinear data. 
It used a nonlinear mapping to transform the 
original training data into a higher dimension. SVM 
can be used for prediction as well as classification. 
the aim of SVM is to find the best classification 
function to distinguish between members of the two 
classes in the training data. the best such function 
founded by maximizing the margin between the 
two classes [25], To ensure that the maximum 
margin hyperplanes are actually found, an SVM 
classifier attempts to maximize the following 
function with respect to w and b:                         

𝑙௣ ൌ
ଵ

ଶ
‖𝑤ሬሬ⃗ ‖ െ ∑ 𝛼௜

௞
௜ୀଵ 𝑦௜ሺ𝑤ሬሬ⃗ . 𝑥⃗௜ ൅ 𝑏ሻ ൅ ∑ 𝛼௜

௧
௜ୀଵ

where t is the number of training examples, and 𝛼௜ , 
i = 1, . . . , t, are non-negative numbers such that the 
derivatives of Lp with respect to 𝛼௜ are zero. 𝛼௜ are 
the Lagrange multipliers and Lp is called the 
Lagrangian. In this equation, the vectors 𝑤ሬሬ⃗  and 
constant b define the hyperplane. 

SVM has been successfully applied to various 
classification tasks that use numerical data. 
However, the topic of training SVM with 
heterogeneous data has not been fully examined. 
Shili and Qinghua 2015 introduced  design a novel 
heterogeneous support vector machine (HSVM) 
algorithm to classify heterogeneous data. HSVM 
maps nominal attributes into a real space by 
minimizing generalization error. The main 
advantages of HSVM are listed as follows. 1) 
HSVM effectively improved the performance of 
SVM in dealing with nominal data or 
heterogeneous data. 2) HSVM improved the 
interpretability of decisions, and 3)HSVM was 
effective in learning with imbalanced data[26]. 

Ali and Amir presented a model called polar SVM 
that introduced for one output case based on polar 
coordinate system and then is expanded to multiple 
output problems. polar became an efficient and 
flexible technique for mapping data and obtaining a 
more accurate model.This reconnoitering comes 
from this verity that the linearly non-separable data 
may be usually distributed similar to a sphere, 
hyperbolic or ellipsoidal form in two dimensional 
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spaces which stimulate hiring the polar coordinate 
system [27][28]. 

Rupan and Nikhil proposed an algorithm called 
Minimally-Spanned Support Vector Machine 
(MSSVM) with a view to reducing the number of 
Support Vectors compared to SVM. This reduced 
the classification time of a test data point 
significantly [29]. Support vector machine hybrid 
with other techniques such as genetic algorithm to 
improve the performance of each other, this 
introduced by Bernardo et al in 2018 [30]. 
Tongguang et al 2018 , TSVM-GP integrates a 
transfer term and group probabilities into the 
support vector machine (SVM) to improve the 
classification accuracy [31].  

3.2.6 Associative rule analysis 

Associative classification is rule-based involving 
candidate rules as criteria of classification that 
provide both highly accurate and easily 
interpretable results to decision makers. The 
important phase of associative classification is rule 
evaluation consisting of rule ranking and pruning in 
which bad rules are removed to improve 
performance. Existing association rule mining 
algorithms relied on frequency-based rule 
evaluation methods such as support and confidence 
[32], Support determines how often a rule is 
applicable to agiven data set, while confidence 
determines how frequently items in Y (right-hand-
side or RHS of rule)  appear in transactions that 
contain X (left-hand-side or LHS). support and 
confidence calculated as follow [33]:  

 Support(X⇒Y)= 
ఙሺ௑,௒ሻ

ே
                              (13)                                              

 Confidence(X⇒Y)= 
ఙሺ௑,௒ሻ

ఙሺ௑ሻ
                        (14)                                               

where, σ is summation notation, and N represents 
the total numberof all transactions.  

Kiburm and Kichun in 2017, proposed PCAR 
(Predictability-based collective class association 
rule) algorithms that applied a new ranking rule 
called prediction power, the PCAR calculated the 
predictive power of candidate rules that removed 
not only redundant rules, but also rules with low 
predictive power[32]. To identify interesting rule, 
you need to define measures and constraints such as 
a matrix-based visualization method [34] to present 
the measure computation, the distribution of 
interesting itemsets and the intermediate results of 
rule mining. 

The association rule updated by using fuzzy 
concept lattice [35], When a new attribute  added 
into the fuzzy concept lattice, it was not necessary 
to calculate all the frequent nodes and association 
rules. Therefore, the amount of calculation  
reduced. Another updating [36] to assocation rule 
by using Niching Genetic Algorithms  which 
provide a good coverage of the dataset. 

Many algorithms introduced to generate assocation 
rule [37][38] such as Eclat, DHP (Direct Hashing 
Pruning) and others, but the most popular algorithm 
called apriori algorithm[39] with their 
improvements [40-42] aprioriTID, AprioriHybrid 
and STEM which extended to implemented directly 
in SQL. 

data mining coupled with relational database 
systems to introduce powerful tool extended in 
SQL, different methods of coupling stated in[43]. 
Compared the performance of extended SQL with 
following alternative: Read directly from DBMS, 
Cache-mine and User-defined function (UDF). 

Finally, Associative classification uses association 
mining techniques that search for frequently 
occurring patterns in large databases. The patterns 
may generate rules, which can be analyzed for use 
in classification. 

3.2.7  Lazy learner (Neighbors) 

Decision tree classifiers, Bayesian classifiers, 
classification by backpropagation, support vector 
machines, and classification based on association 
are all examples of eager learners in that they use 
training tuples to construct a generalization model 
and in this way are ready for classifying new tuples. 
This contrasts with lazy learners or instance based 
methods of classification, such as nearest-neighbor 
classifiers and case-based reasoning classifiers, 
which store all of the training tuples in pattern 
space and wait until presented with a test tuple 
before performing generalization. Hence, lazy 
learners require efficient indexing techniques [2]. 

K-nearest Neighbors 

Nearest-neighbor classifiers are based on learning 
by analogy, that is, by comparing a given test tuple 
with training tuples that are similar to it. The 
purpose of the k Nearest Neighbours (kNN) 
algorithm is to use a database in which the data 
points are separated into several separate classes to 
predict the classification of a new sample point 
[44]. 
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The kNN algorithm work as follow: 

The training tuples are described by n attributes. 
Each tuple represents a point in an n-dimensional 
space. k is the nearest neighbors of the unknown 
tuples. This is shown in the following Figure. 
(Figure 5) in the first starting with k = 1, we use a 
test set to estimate the error rate of the classifier. 
This process can be repeated each time by 
incrementing k to allow for one more neighbors. 
The k value that gives the minimum error rate may 
be selected. Second compute distance between two 
points or tuples x1, x2 by Distance Metrics, such as 
Euclidean Distance [45]: 

     𝑑𝑖𝑠𝑡ሺ𝑋ଵ, 𝑋ଶሻ ൌ  ඥ∑ ሺ𝑥ଵ௜ െ 𝑥ଶ௜ሻଶ ௡
௜ୀଵ        (15)                                                         

 

Figure 5: The Steps Of Knn Algorithm. 

  

To improve the performance of conventional kNN 
method, different methods have been proposed for 
gaining a higher accuracy [46,47]. Yong et al [48], 
proposed a classifier called a coarse to fine K 
nearest neighbor classifier (CFKNNC). This 
classified much more accurately than  various 
improvements such as the nearest feature line 
(NFL)[49] classifier, the nearest feature space 
(NFS) classifier, nearest neighbor line classifier 
(NNLC) and center-based nearest neighbor 
classifier (CBNNC). And also, kNN integrated with 
other methods  such as fuzzy set theory in [50], and 
with neural [51] that achieved high performace.                               

Case-based reasoning   

Case-based reasoning (CBR) involves case storage, 
indexing, and adaption (the modifying of existing 
information in order to be able to deal with new 

problems), CBR depends on classification by 
similarty, CBR classifiers use a database of 
problem solutions to solve new problems [52]. 
Challenges in case-based reasoning include finding 
a good similarity metric  and suitable methods for 
combining solutions. Other challenges include the 
selection of salient features for indexing training 
cases and the development of efficient indexing 
techniques. A trade-off between accuracy and 
efficiency evolves as the number of stored cases 
becomes very large. As this number increases, the 
case-based reasoner becomes more intelligent [53]. 
Figure 6 illustrates the case-based reasoning 
process. Given a description of a problem, CBR 
relies on indices to find potentially useful cases. 

  

Figure 6: Overview Of The Case-Based Reasoning 
Process [54] 

CBR improved performace by combined with other 
methods such as learning pseudo metric instead of 
Euclidean distance to measure the closeness [55], 
and used fuzzy set, neural network [65-60] to 
achieve high accuracy.  

3.2.8  Other methods 
 Genetic algorithm 

Genetic algorithm is a search algorithm that comes 
under the range of techniques, collectively known 
as "evolutionary computing". This is based on the 
principles of natural genetics and natural selection. 
The major benefit of this algorithm is that it 
provides a robust search in complex spaces and is 
usually less expensive[61]. Thus GA is a powerful 
adaptive method to solve search and optimization 

initilization , define k

compute distance (test instance, each 
training instance)

sort the distance

take k nearest neighbor

apply simple majority

class
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problems. The mechanics of a simple genetic 
algorithm are surprisingly simple, involving 
nothing more complex than copying strings and 
swapping partial strings. In GA, a candidate 
solution for a specific problem is called an 
individual or a chromosome and consists of a linear 
list of genes. Each individual represents a point in 
the search space, and hence a possible solution to 
the problem. A population consists of a finite 
number of individuals. Each individual is decided 
by an evaluating mechanism to obtain its fitness 
value. Based on this fitness value and undergoing 
genetic operators, a new population is generated 
iteratively [62]. Simple Genetic Algorithm(SGA) 
that yields good results in many practical problems 
is composed three operators:  

1. Reproduction is a process by which the most 
highly rated individuals in the current generation 
are reproduced in the new generation 

 2. Crossover operator produces two offsprings 
(new candidate solutions) by recombining the 
information from two parents. 

 3. Mutation is a random alteration of some gene 
values in an individual. 

Shounak 2017 proposed a hybrid genetic algorithm-
decision tree approach for prediction. DT algorithm 
generates an ensemble of linear models, which 
through the GA is transformed into a model with 
best fit [63]. Also, GA combined with particle 
swarm optimization (PSO) , individuals in a new 
generation are created, not only by crossover and 
mutation operation as in GA, but also by PSO [64]. 
And combined support vector machine with genetic 
algorithm to improve the prediction process [65]. 

 Fuzzy set approaches 

 Fuzzy sets (FSs), which were introduced by Zadeh 
[66], are well known for their ability to model 
linguistics and system uncertainties. Due to this 
ability [67], Fuzzy logic systems are powerful tools 
especially in modelling, control of complex 
nonlinear systems and classification. The concepts 
of fuzzy sets theory are based on fuzzy logic. While 
in classical logic the membership of sets is binary 
(0 or 1), in fuzzy logic there are multiple degrees of 
membership ( µ) valued in the real interval from 0 
to 1. 

There are two parts of this theory used in the 
development of linguistic models. The first is 
fuzzification. The fuzzification phase aims to 

organize a knowledge base that captures the 
experts’ knowledge about a topic. It represents the 
translation of the expert and observed data into 
fuzzy sets and a corresponding knowledge base 
composed of inference rules describing different 
implications among these fuzzy sets. The second 
phase, referred to as the defuzzification phase, 
involves the results of the model, manipulating 
uncertainty and providing a well-defined output 
[68].this parts described in the following 
Figure(Figure 7). 

                                  

     

 

Figure 7: Fuzzy Logic Systems 

 
There are two types of fuzzy logic, type-1 [69] and 
type-2 [69,70, 71, 72]. The concept of type-2 fuzzy 
set is an extension and generalization of ordinary 
(type-1) fuzzy sets. Type-2 fuzzy sets are more 
suitable in circumstances where it is difficult to 
determine the accurate membership function for a 
fuzzy set. Type-2 fuzzy systems integrated with 
many different optimization methods to improve its 
performance and modeling, such as with bio-
inspired methods [73]and genetic algorithm [74]. 
Also, fuzzy set used neural network to improve the 
training process [75].  Fuzzy systems used in many 
application such as controller, pattern recognition, 
classification [76,77, 78] and prediction [79,80]. 
 

3.2 Unsupervised learning 

The term unsupervised learning is derived from the 
fact that no class labels are used to guide the 
learning process; hence, the algorithm learns 
without a supervisor or teacher In this paper, we 
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consider two types of unsupervised learning: 
clustering and association rule 

3.2.1 Association rules 

Association rules mining is another key 
unsupervised data mining method, after clustering, 
that finds interesting associations (relationships, 
dependencies) in large sets of data items. The items 
are stored in the form of transactions that can be 
generated by an external process, or extracted from 
relational databases or data warehouses. Due to 
good scalability characteristics of the association 
rules algorithms and the ever-growing size of the 
accumulated data, association rules are an essential 
data mining tool for extracting knowledge from 
data [3, 32]. Association rules described with more 
details in (section 3.1.6), as we noticed association 
rules used in supervised learning and also used in 
unsupervised learning. 

3.2.2 Clustering  

A loose definition of clustering could be “the 
process of organizing objects into groups whose 
members are similar in some way.” Each cluster is 
then characterized by the common attributes of the 
entities it contains. Usually, the objects in a cluster 
are “more similar” to each other and “less similar” 
to the objects of the other clusters [81]. The 
classification of clustering techniques discribed as  

 

Figure 8: Taxonomy of Clustering Techniques 

Figure 8 shows taxonomy of clustering techniques. 
The three main classes of clustering techniques are 
hierarchical, partition, and Bayesian [82]. The idea 
of a hierarchical technique is that it generates a 
nested sequence of clustering. So, usually one must 
choose a threshold value indicating how far along 
in the procedure to go to find the best clustering in 

the sequence. By contrast, nonhierarchical methods 
such as partition methods usually require that the 
number of clusters K and an initial clustering be 
specified as an input to the procedure, which then 
tries to improve the initial assignment of data 
points. Bayesian clustering techniques are different 
from the first two classes because they try to 
generate a posterior distribution over the collection 
of all partitions of the data, with or without 
specifying K; the mode of this posterior is the 
optimal clustering [3]. 

The k-means algorithm is one of the most popular 
partitioning methods [81], mainly because of its 
ease of use. It groups data into a user-defined 
number of clusters, k. Each observation is assigned 
to the nearest cluster, the center of which is defined 
by the arithmetic mean (average) value of its points, 
the centroid [82]. The algorithm of k-mean 
described with more details in [3, 83, and 84]. 
Clustering improved its performance by combining 
with fuzzy set [85, 86]. 

4 Applications  

Some of data mining techniques combined with 
database to achieve more of enhancements in 
searching process. This section presents these 
cases. 

Case 1: Database with fuzzy sets 

In this case fuzzy sets combined with database and 
introduced fuzzy database. A fuzzy database is a 
database which is able to deal with uncertain or 
incomplete information using fuzzy logic. There are 
many forms of adding flexibility in fuzzy 
databases. The simplest technique is to add a fuzzy 
membership degree to each record, an attribute in 
the range [0,1]. However, there are others kind of 
databases allowing fuzzy values to be stored in a 
fuzzy attribute using fuzzy sets or possibility 
distributions or fuzzy degrees associated to some 
attributes and with different meanings (membership 
degree, importance degree, fulfillment 
degree...).[87]. 

Cadenas et al 2014 [88] introduced Context-Aware 
model to deal with Fuzzy Databases. this model 
improved the user interaction with data stored in 
form of fuzzy database. Also, fuzzy combined with 
XML database and proposed  heterogeneous fuzzy 
XML data sources.  Jian et al [89] proposed a 
general solution to search tree patterns over 
heterogeneous fuzzy XML data sources. The 
solution provided users with a friendly query 
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interface against the sources independent from their 
schemas and the heterogeneity of their data. 

Carmen [90] distributed two technologies, namely 
fuzzy and semantic queries, converge into a single 
system that solves flexible queries on relational 
databases. On one hand, fuzzy query solving 
process consists in defining fuzzy sets associated 
with the attributes involved in the query. Answered 
tuples accomplish a membership degree to these 
fuzzy sets. On the other hand, semantic queries use 
ontologies to return tuples with information 
semantically similar to the concepts appeared in the 
query. The following Figure. (Figure. 9) describe 
The system architecture and the development 
process that allow to execute flexible queries in the 
context of relational databases. 

Figure 9: System Architecture. 

The system architecture consist of three parts; 
Semantic Queries (SemQ) process module that 
executes an algorithm to evaluate the similarity 
degree, Fuzzy Query (FuzzQ) process module . In 
this module a fuzzy query is executed performing 
several subqueries to the fuzzy catalog, and 
Flexible Queries (FQ) process module which divide 
the input data and combine the output to respond to 
user query. 

Case 2: Database with association rule 

Association rules are used with database to show 
the relationships between data items and detect 
hidden information, but most of algorithms suffer 
from its time-consuming process. Parallel and 
Distributed algorithms resolve this problem by 
applying the parallelization techniques [91]. This 
techniques proposed that database divided into 

partitions of variable sizes, each partition will be 
called a cluster than each cluster is converted into 
matrix by matrix algorithm in the slave system and 
generate frequent item set from each cluster. It 
reduced the redundant database scan and improves 
the efficiency.  

Case 3: Database with k-NN and case-based 
reasoning 

Sheng and Chun [92] proposed a three-tier Proxy 
Agent working as a mediator between the users and 
the backend process of a FAQ system. The first-tier 
makes use of an improved sequential patterns 
mining technique to propose effective query 
prediction and cache services. The second-tier 
employs an ontology-supported case-based 
reasoning technique to propose adapted query 
solutions and tune itself by retaining and updating 
highly-satisfied cases identified by the user, and the 
third-tier utilizes an ontology-supported rule-based 
reasoning to generate possible solutions for the 
user.  

k-NN used with database with name similarity 
measure expressed in terms of distance based 
queries in metric spaces [93]. Marcos et al 2018 
presented system Merkurion, which is designed to   
support similarity searching as an extension for a 
DBMS Query Optimizer. The system adopts a 
flexible architecture for the handling of a wide set 
of synopses of distance distributions. For instance, 
it enables the creation of synopses from several 
paradigms, such as Nearest Neighbor Histogram, 
Distance Plot, Compact Distance Histogram and 
Event Search.  

 Case 4: Database with decision tree 

Zengchang and Jonathan 2011 proposed Linguistic 
decision tree as a classification model for its 
advantages of handling uncertainties and being 
transparent. LDT can be interpreted as a set of 
linguistic rules, which provided with the 
information of how the predictions made. This 
method achieved high performance with more 
accuracy when compared with other prediction 
algorithms such as a Support Vector Regression 
(SVR) system and Fuzzy Semi-Naive Bayes [94]. 

Keeley et al 2017,  Proposed method that uses 
fuzzy decision trees to build a series of fuzzy 
learning style predictive (FLSP) models using 
behavior variables captured from natural language 
within a CITS tutorial for the four dimensions of 
the Felder and Silverman Learning Styles model. 
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The results have indicated that the use of fuzzy 
predictive models has substantially increased the 
predictive accuracy of the OSCAR-FLSP compared 
with the one variable predictor currently used [95]. 
Also, decision tree used to improve the prediction 
accuracy of database as described in [96]. 
 
4. CONCLUSION 
 
        This paper provides a comprehensive review 
of different data mining techniques. Firstly, 
demonstrates the steps of data mining which 
include data, data preparation, mining techniques 
and evaluation. Mining techniques are considered 
the most important step in process of data mining. 
So,   this research focused on it. Secondly, it dealt 
with many data mining techniques with more 
details especially that integrated with the database. 
Finally, described some of the applications of using 
these techniques combined with a database to 
improve the search process (prediction). As shown 
database combined with fuzzy logic, decision tree, 
k-NN, and association rule.  From this review, 
noticed that the popular method used in database 
prediction is a similarity measure or called k-
nearest neighbor. k-NN integrated with the case-
based reasoning in some cases and with fuzzy sets 
in other cases. 
This review assists the researchers in a database to 
implement a method from these different methods 
to predict with next query to achieve some 
improvements in searching process inside the 
database.  
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