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ABSTRACT 
 

Planning an electric power system is a very important task for electric power providers. Good and 
measurable planning will make the operation of the electric power system good, stable and highly reliable. 
One part of planning an electric power system is the forecast of future loads. Load estimates must be made 
as early as possible. The purpose of the peak load prediction is to anticipate the growth of the load in the 
future, so that the electricity provider company is ready with the condition of the electricity load that will 
occur in the next few years, where as long as this has not been done in many substations in Indonesia. In 
this study, a backpropagation neural network method for power transformers peak load forecasting has been 
proposed. The choice of backpropagation type is better accuracy of results than other types of neural 
networks. The case study of this study was Bumiayu Substation located in Brebes district, Central Java 
province, Indonesia. The parameters that are taken into account in electricity load forecasting are 
population growth data, Gross Regional Domestic Product (GRDP), and the data of peak load history of the 
Bumiayu substation. The results of the study have shown that the estimated electricity load in the next 10 
years can still be served by two power transformers installed in Bumiayu Substation. 

Keywords: Artificial Neural Network, Backpropagation, Peak Load Prediction, Power Transformer, 
Substation. 

 
 
1. INTRODUCTION  

Electrical energy is energy that has a vital role in 
human life. Judging from the level of urgency, 
electrical energy can even be said to be primary 
energy in the present era [1]-[3]. Many sectors of 
human life are supported by this energy, ranging 
from domestic work, industry, commercial to 
public facilities. According to the 2016 Electricity 
Statistics data [4]-[7], PLN's 2015 electricity sales 
amounted to 202,845.82 GWh. Compared to 2014, 
sales of electricity increased by 4,244.04 GWh or 
2.13%, consisting of sales for the industrial sector 
of 64,079.39 GWh, the household sector of 
88,682.13 GWh, the commercial or business sector 
of 36,978.05 GWh and public or public sector of 
13,106.25 GWh. The household sector has the 
biggest contribution to the sale of PLN electricity 
[8]. This is because population growth in Indonesia 

has increased every year. Based on the population 
census data by the Central Statistics Agency (CSA) 
in 2010, Indonesia's population reached 237.6 
million people, consisting of 61.4 million 
households. The Indonesian population growth 
projection has been made by CSA for every 5 years 
until 2035, resulting that every 5 years it has an 
average increase of 5.094% or around 1.018% per 
year [9]-[10]. In addition to households, the 
economy also has a significant share in the 
consumption of electricity in Indonesia. Economic 
growth in Indonesia from the year of 2000 to 2012 
stated in the Gross Domestic Product on the basis 
of constant prices in the year of 2000 according to 
the business sector experienced an average increase 
of 5.43% per year. The increasing number of 
population and the development of the economic 
side must be directly proportional to the availability 
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of electricity in Indonesia. Availability of sufficient 
electrical energy can affect the quality of life of the 
community, because from the functional side this 
electrical energy is used as an operational support 
for an industry or business entity, public facilities 
and even households [11]. It can be ascertained if 
the existing electrical energy is unable to meet the 
needs, economic growth will be hampered, and the 
level of community satisfaction in terms of 
electricity energy services will be reduced [12]. 

Electrical energy cannot be stored on a large 
scale, therefore this energy must be provided when 
needed. As a result, problems arise in the face of 
the need for electricity that is not fixed from time to 
time, how to operate an electric power system that 
can always meet the power demand at any time, 
with good quality. If the power delivered from 
generating buses is far greater than the demand on 
load buses, it will result in a power loss [13]-[14]. 
Whereas if the power generated and delivered is 
lower or does not meet the needs of the consumer, 
there will be a local blackout on the load buses, 
which consequently is detrimental to the consumer. 

In distributing electrical energy, there is a 
substation that functions as a regulator of the flow 
of electrical power to be distributed to customers. 
Inside the substation there is a main component that 
is a power transformer that functions to transform 
electrical power by changing the working voltage 
of the system [15]. The capacity of a substation 
power transformer needs to be considered and 
considered, it aims to be able to reach the power 
transformer power capability in meeting the 
electricity needs of consumers [16]. If the load 
borne by the power transformer is greater, the 
longer the load borne will exceed the transformer 
capacity. This will cause the transformer to 
overload, and will have an impact on decreasing the 
quality of electrical energy services to customers. 
On the basis of fulfilling electrical energy in 
accordance with the needs and having good quality 
of service, the provider of electrical energy must 
have an estimated peak load of the transformer in 
the future. This is useful to reach the transformer 
capability in the next few years and also the 
provider of electrical energy can do early 
anticipation for the possibility of replacing new 
transformers. Therefore, it is necessary to forecast 
the transformer peak load 

One method of forecasting is artificial neural 
networks (ANN) [17]. ANN is a system that is 
based on the way the human neural network works. 
One type of ANN is backpropagation, this type is 
chosen because when the output is not the same as 

the expected target, the output will be propagated 
backwards in the hidden layer to be forwarded to 
the input layer, so there will be feedback to validate 
the ANN output [18].  

The purpose of this study was to determine the 
procedure for the formation of Backpropagation 
type Neural Networks for peak load forecasting of 
the Bumiayu substation transformer. Another goal 
is to design, build, and analyze the model of peak 
load transformer based on GUI Matlab using 
Backpropagation type Neural Networks. The 
benefits expected in this study are to obtain a model 
of electric load forecasting that can be used as input 
material and consideration for companies providing 
electricity energy, so that forecasting data can be 
used as a reference for meeting the availability of 
electricity, operational budgets and expansion plans 
for substations. This research is also expected to be 
a reference and reference material for those who 
want to conduct a deeper study of forecasting 
techniques, especially the transformer peak load 
prediction. This research is very useful for 
electricity companies to plan the procurement and 
installation of power transformers in order to 
anticipate the growth of electrical loads. 

2. BACKPROPAGATION NEURAL 
NETWORKS 

2.1 Artificial Neural Network 

Artificial neural network (ANN) is an artificial 
intelligence system with the ability to learn and 
gather knowledge of learning outcomes in its cell 
network (neurons) so as to enable the network as a 
whole to be more intelligent in responding to the 
input provided. The ability to learn and accumulate 
this knowledge allows artificial neural network 
systems to adapt to the environment that provides 
input to them [19]. Like the human brain in 
responding to different environmental conditions, 
the role of ANN in the field of research and 
development is very important in the future that 
demands aspects of automation and interactive 
aspects between tools and people. Artificial neural 
network system is determined by three things, 
namely the pattern of inter-neuron relations or 
commonly called network architecture, the method 
for determining the linking weight (called the 
training or learning method), and the activation 
function.  

In ANN, neurons will be collected into layers 
called neuron layers. Each layer will be connected 
to each other, both with the previous and the 
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following layers. Information will be propagated 
from one layer to the next, starting from the input 
layer to the output layer through the hidden layer. 

2.2 Backpropagation Mathod 

Backpropagation is a supervised learning 
algorithm and is usually used by many layers of 
perceptrons to change the weights connected to the 
neurons in the hidden layer [19]. The 
backpropagation algorithm uses an error output to 
change its weight value is backward. To get this 
error, the forward propagation stage must be done 
first. Figure 1 shows the flowchart of 
backpropagation neural network algorithm. 

 
 

 
Figure 1. Flowchart of backpropagation neural 

network algorithm 
 

This algorithm is referred to as back propagation 
because when an ANN is given an input pattern as 
a training pattern, the pattern goes to units in the 
hidden layer to be forwarded to the output layer 

units [20]. Thus the output layer units provide a 
response called ANN output. When the ANN 
output is not the same as the expected output, the 
output will be propagated backward on the hidden 
layer forwarded to the unit in the input layer. 
Therefore the training mechanism is called 
backpropagation. Backpropagation has several units 
that are in one or more hidden layers. In 
backpropagation, the activation function used must 
fulfill several conditions, namely: continuous, 
differentiable easily and is a function that does not 
go down. One function that fulfills these three 
conditions so that they are often used is a binary 
sigmoid function that has a range (0, 1), which was 
used in this study. 

 

3. POWER TRANSFORMER LOAD 
FORECASTING IN A SUBSTATION 

The substation can be defined as an electrical 
installation composed of several electrical 
equipment that serves to transform high voltage to 
medium voltage electricity, as a measurement, 
control of operations and the implementation of the 
protection function of the system, and regulating 
power to other substations through high voltage and 
distribution transformers through medium voltage 
feeders [21]-23]. In other terms the substation is an 
electrical energy collection station of a generating 
system or transmission system consisting of power 
transformers, power breakers, separation switches, 
bus stations, current limiting reactors, current 
transformers, voltage transformers, coupling 
capacitors, voltage transformers capacitor, lightning 
arrester, protection relay, battery, and other 
supporting devices. 

One of the most important equipment at the 
substation is a power transformer [24]. Power 
transformer is a device that is used to transform 
electrical power by increasing or decreasing the 
electrical voltage, but with a fixed frequency on the 
primary side and secondary side. In this power 
transformer there is a Neutral Current Transformer 
(NCT) which functions as earth fault protection by 
measuring the current flowing in the neutral point 
of the power transformer [25]. 

Transformer loading or often called transformer 
load factor is obtained through the results of the 
division between the estimated peak load and 
transformer capacity [26]. The transformer capacity 
value can be seen directly in the transformer 
datasheet used. Ideally the load factor of a 
transformer ranges from 60% - 80% which is 
categorized as optimal load. If the power 
transformer is loaded < 60% of its capacity, the 
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transformer is said to carry a light load. If the 
power transformer is loaded with 80% - 100% of its 
capacity then the transformer is said to carry heavy 
loads. Furthermore, if the power transformer is 
loaded > 100% of its capacity, the transformer is 
said to be overloaded. Figure 2 shows a 60 MVA 
power transformer in Bumiayu substation, 
Indonesia, which is used as a case study in this 
research. 

 
 

 
Figure 2. A 60 MVA power transformer in 

Bumiayu substation, Indonesia 
 

Based on the nature of the data used as the 
object of forecasting, the prediction is broadly 
divided into qualitative and quantitative. 
Qualitative forecasting relates to data that is not 
numerical or is more of a statement or opinion. 
While quantitative forecasting based on 
measurements uses numerical data. 

Transformer load forecasting can be categorized 
as quantitative forecasting. Whereas, this 
quantitative forecasting can be applied if the 
following three conditions are met: 

1. Information about the past is available 
2. The information can be quantified in the 

form of numerical data 
3. It can be assumed that some aspects of past 

patterns will continue in the future. 

More referring to quantitative forecasting, this 
method has 2 main forecasting models, namely the 
periodic series model and the causal model. 

1. In the periodic series model, future 
estimates are carried out based on past 
values of a variable and / or past errors. It 

aims to be able to find patterns in the series 
of historical data and extrapolate the pattern 
into the future. 

2. In the causal model, the predicted factors 
indicate a causal relationship with one or 
more independent variables. The purpose of 
this causal model is to find the form of the 
relationship and use it to predict the future 
value of the dependent variable. 

Both of the above models have their own 
advantages depending on certain conditions. This 
periodic series model is good for forecasting. 
Whereas the causal model can be used with greater 
success for decision making and wisdom. 

In the field of electric power, forecasting is 
usually in the form of load forecasting including 
peak load forecasting (MW) and forecasting 
electrical energy requirements (MWh). Forecasting 
based on the time span can be grouped into three 
categories, namely short term, medium term and 
long term, respectively. The results of this 
forecasting can be used as consideration for making 
a plan to fulfill the availability of electricity and the 
development of electricity supply that is suitable for 
the needs of the next few years. 

In general, forecasting methods that are often 
used by providers of electricity are divided into 5, 
namely: 

1. Analytical method (End Use), this method 
is prepared based on data analysis of the 
end use of electricity by customers 

2. Econometric method, this method is 
arranged based on economic and statistical 
principles. 

3. Time series method, this method is 
arranged based on historical data relations. 
Where this is based on the fact that the 
events / data that have occurred will repeat 
again with the same pattern. 

4. Combined method, this method is 
composed of several methods (usually a 
combination of analytical and econometric). 
This method considers more variables that 
can affect forecasting outcomes such as 
economic activity, technological progress, 
government policies, social and 
demographic activities. 

5. Regression method, this method gives the 
assumption that the predicted factors 
indicate a causal relationship with one or 
more independent variables. The aim of this 
is to find the form of the relationship and 
use it to predict the future value of the 
dependent variable. 
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In this study the load forecasting method used is 
an artificial intelligence-based method that is 
backpropagation type neural network. 

 
4. RESULTS AND DISCUSSION 

In this study, the main object chosen as the 
study site was Bumiayu Substation located on Jalan 
Raya Paguyangan Bumiayu, Brebes district, Central 
Java Province, Indonesia. Bumiayu Substation is 
one of the substations owned by PT. PLN UPJ 
Bumiayu. Bumiayu substation has been 
interconnected with several other substations such 
as Kebasen substation, Balapulang substation and 
Kalibakal substation. It is intended that each of the 
substations back up each other's electrical power if 
there is interference with one of the feeders at the 
relevant substation. 

Bumiayu Substation has two power 
transformers, i.e. Transformer 1 60 MVA 150/20 
KV capacity and 30 MVA 150/20 KV Transformer 
II. Previously Transformer 1 only had a capacity of 
16 MVA until in 2016 it was changed to a 
transformer with a capacity of 60 MVA. 
Transformer transformations that take place take 3 
months and during that time the temporary load 
gets supply from the mobile power transformer. In 
addition to Bumiayu Substation, the data in this 
study were also obtained from the Central Statistics 
Agency of Brebes district. The agency is the body 
responsible for population data in Brebes district, 
province of Central Java, Indonesia. Data obtained 
from the agency is the population growth data and 
Gross Regional Domestic Product (GRDP) for each 
year, from 2011 to 2017. The power transformer 
peak load data at Bumiayu Substation is shown in 
Table 1. 

 
Table 1. Peak load at Bumiayu substation 

Year 
Peak Load (MW) 

Transformer I Transformer II 
2011 8.8 23.5 
2012 11.3 33.1 
2013 10.1 17.9 
2014 11.1 19.4 
2015 13.3 23.5 
2016 28.9 22.1 
2017 27.1 22.4 

 
The formation of this forecasting model requires 

several variables that can affect the value of 
transformer peak load forecasting in the next few 
years. Therefore, demographic data is needed in 
Brebes district, Central Java province. This 
demographic data consists of population growth 

data and Gross Regional Domestic Product (GRDP) 
of Brebes district. This data was obtained from the 
Brebes district Statistics Agency. Population data of 
Brebes district is shown in Table 2. 

 
Table 2. Population data of Brebes district 

Year 
GRDP         

(in trillion 
rupiah) 

Population  
(in million) 

2011 20.16 1.74 
2012 22.90 1.74 
2013 24.67 1.75 
2014 27.44 1.76 
2015 30.90 1.77 
2016 34.45 1.78 
2017 37.34 1.79 

 
Based on population data as listed in Table 2, it 

can be assumed that the increase in population and 
GRDP for Brebes district can be made. The 
assumption of an increase in population and GRDP 
for Brebes district is shown in Table 3. 

 
Table 3. Assumption of an increase in population and 

GRDP for Brebes district 

Year 
GRDP         

(in trillion 
rupiah) 

Population  
(in million) 

2017 41.39 1.79 
2018 45.88 1.80 
2019 50.85 1.81 
2020 56.36 1.81 
2021 62.47 1.82 
2022 69.24 1.82 
2023 76.75 1.83 
2024 85.07 1.83 
2025 94.29 1.84 
2026 104.51 1.84 
2027 115.84 1.85 

 
 
Because this research is more focused on 

customers served by Bumiayu Substation, the 
prediction results from GRDP data and population 
data will be focused on customers who are supplied 
with electricity by two power transformers at 
Bumiayu Substation. The percentage of the total 
population served by Bumiayu Substation is around 
26.75% of the total population of Brebes Regency. 
Therefore, it is assumed that the amount of GRDP 
in the area served by Bumiayu Substation is 
26.75% of the total GDP of Brebes Regency. 
Furthermore, GRDP data and population data are 
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divided into 2, namely the service area of 
transformer 1 and transformer 2. After calculation, 
that of 59.9% of the population of the Bumiayu 
Substation area is supplied by power transformer 2 
and 40.1% of the population is supplied by power 
transformer 1. 

Furthermore, data processing is carried out in 
accordance with the procedure for the formation of 
backpropagation type neural networks. As 
previously mentioned, the data consists of 7 types 
which refer to the highest peak transformer load 
every year from 2011 to 2017. However, the input 
pattern made reach 7 patterns. This is because the 
X5 input is taken from the peak load figure of the 
previous year. Besides input X5, the input also 
consists of X1, X2, X3, X4 with target T. Data 
processing of power transformer 1 is shown in 
Table 4 while data processing of power transformer 
2 is shown in Table 5. 

 
Table 4. Data processing of power transformer 1 

Year 
Input Data 

Target
X1 X2 X3 X4 X5 

2011 2.16 2.46 1.86 1.87 8.82 11.31 
2012 2.46 2.65 1.87 1.88 11.31 10.13 
2013 2.65 2.94 1.88 1.89 10.13 11.12 
2014 2.94 3.32 1.89 1.90 11.12 13.34 
2015 3.32 3.70 1.90 1.91 13.34 28.91 
2016 3.70 4.01 1.91 1.92 28.91 28.91 
2017 3.71 4.02 1.92 1.93 27.15 27.15 

 
Table 5. Data processing of power transformer 2 

Year 
Input Data 

Target
X1 X2 X3 X4 X5 

2011 3.32 3.67 2.78 2.79 23.51 33.14 
2012 3.67 3.95 2.79 2.81 33.14 17.92 
2013 3.95 4.40 2.81 2.83 17.92 19.43 
2014 4.40 4.95 2.83 2.85 19.43 23.51 
2015 4.95 5.52 2.85 2.86 23.51 22.13 
2016 5.52 5.92 2.86 2.88 22.13 24.16 
2017 5.92 6.41 2.88 2.91 24.16 25.11 

 
 

In order to form a network model in the ANN 
algorithm, the data contained in Table 4 and Table 
5 are used as input data for artificial neural 
networks. The network formed in this study is a 
multilayer network consisting of 1 input layer, 2 
hidden layers and 1 output layer. A good network 
model for transformers1 and transformers2 is a 
network that has a high level of network accuracy. 

This level of accuracy is obtained by doing many 
variations of the number of hidden layers and the 
number of neurons in each hidden layer. Then it 
was found that a good network model for this study 
was a network model consisting of 30 neurons in 
the first hidden layer and 10 neurons in the second 
hidden layer, as can be shown in Figure 3.  

 
 

 

 
Figure 3. Multilayer network consisting of 1 input 

layer, 2 hidden layers and 1 output layer  
 
 
Network training in this study takes into account 

the learning rate (α) parameter. The default value of 
this understanding rate is 0.01. The greater the 
value of α, the faster the training process will be. 
But if α is too large, the algorithm becomes 
unstable and reaches the local minimum point. In 
addition to the understanding rate, the other 
parameters used are momentum (mc). The 
momentum referred to is the momentum used to 
make weight changes based on the direction of the 
last pattern gradient and the previous pattern. The 
value of momentum used in this study is 0.8. After 
the training parameters are set, the training data that 
has been normalized will be carried out by the 
training command. 

Backpropagation training is done by distributing 
errors in units in the form of errors to calculate 
weight and bias corrections. Training, or changes in 
weight and bias are carried out continuously in 
order to get a goal performance value that is smaller 
than the objective performance function parameter. 
If the objective performance function is not met, 
then the training will stop at the maximum iteration 
entered, or when the minimum gradient is fulfilled. 
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Or if the three previous conditions are not met, then 
the training will stop when it reaches the validation 
checks. 

Based on the network training process for power 
transformer 1, it was obtained that the change in 
network weight and bias for power transformer 1 
was stopped at 113 iterations. This is because the 
training process has achieved its objective 
performance function which is to produce a goal 
performance value of 9.23e-10, where the value is 
smaller than the set goal performance parameter, 
which is 1e-09. Network training regression chart 
for power transformer 1 is shown in Figure 4. 

 
 

 
Figure 4. Network training regression chart for 

power transformer 1 
 
 
Based on the graph in Figure 4, it can be seen 

that the training on the network for power 
transformer 1 has a correlation coefficient (R) that 
is worth 1. This shows that the training that has 
been done has produced very good parameters. This 
correlation coefficient is obtained based on the 
linear regression plot mechanism. After the training 
process, then curve matching is done to compare 
the suitability between the network outputs with the 
training target. From the results of this curve 
matching, the "an" variable is obtained which is the 
result of the normalization. De-normalization is the 
process of returning normalized data to the original 
data. 

Furthermore, a comparison is made between the 
target value and the network training output 
presented in the form of array (H). In addition, 
MSE1 values are also shown which are obtained 
from the average square of the difference between 

the target and the network output in the training 
process. The comparison results show that the 
target value with network training output has a 
similar value, even the difference in value between 
the two input patterns is almost 0. The MSE 
training value generated on the network for power 
transformer 1 is 5.7446e-08. The results of this 
comparison are presented in graphical form as 
shown in Figure 5. 

 
 

 

 
Figure 5. Comparison between training output and 

target for power transformer 1 
 
 
Furthermore, based on the network training 

process for power transformer 2, it was obtained 
that the change in network weight and bias for 
power transformer 1 was stopped at 67 iterations. 
This is because the training process has achieved its 
objective performance function which is to produce 
a goal performance value of 9.43e-10, where the 
value is smaller than the set goal performance 
parameter, which is 1e-09. Network training 
regression chart for power transformer 1 is shown 
in Figure 6. 

Based on the graph in Figure 6, it can be seen 
that the training on the network for power 
transformer 2 has a correlation coefficient (R) that 
is worth 1. This shows that the training that has 
been done has produced very good parameters. This 
correlation coefficient is obtained based on the 
linear regression plot mechanism. After the training 
process, then curve matching is done to compare 
the suitability between the network outputs with the 
training target. From the results of this curve 
matching, the "an" variable is obtained which is the 
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result of the normalization. De-normalization is the 
process of returning normalized data to the original 
data. 

 
 

 
Figure 6. Network training regression chart for 

power transformer 2 
 

 

 
Figure 7. Comparison between training output and 

target for power transformer 2 
 
Furthermore, a comparison is made between the 

target value and the network training output 
presented in the form of array (H). In addition, 
MSE1 values are also shown which are obtained 
from the average square of the difference between 
the target and the network output in the training 
process. The comparison results show that the 

target value with network training output has a 
similar value, even the difference in value between 
the two input patterns is almost 0. The MSE 
training value generated on the network for power 
transformer 2 is 3.3414e-08. The results of this 
comparison are presented in graphical form as 
shown in Figure 7. 

 
 

Table 6. Results of peak load prediction of power 
transformer 1 

 

Year
Output Data Peak 

load 
(MW) X1 X2 X3 X4 X5 

2018 4.01 4.44 1.92 1.92 27.11 28.27 
2019 4.44 4.92 1.92 1.92 28.27 29.14 
2020 4.92 5.45 1.92 1.92 29.14 31.21 
2021 5.45 6.05 1.92 1.93 31.21 31.27 
2022 6.05 6.70 1.93 1.93 31.27 31.92 
2023 6.70 7.43 1.93 1.93 31.92 32.09 
2024 7.43 8.23 1.93 1.93 32.09 32.26 
2025 8.23 9.13 1.93 1.94 32.26 33.52 
2026 9.13 10.11 1.94 1.94 33.52 33.43 
2027 10.12 11.21 1.94 1.94 33.43 33.39 

 
 

 

 

Figure 8. Results of peak load prediction of power 
transformer 1 

 
The results of the prediction of peak load for 

power transformer 1 are shown in Table 6 and the 
graph in Figure 8. Can be seen in Table 6 and 
Figure 8 which shows that the predicted peak load 
for power transformer 1 experiences an increase 
trend every year. This is directly proportional to the 
increase in GRDP value and the number of people 
served by power transformer 1. In 2027, the 

Pattern 

Pe
ak

 L
oa

d 
(M

W
) 



Journal of Theoretical and Applied Information Technology 
30th November 2018. Vol.96. No 22 

 © 2005 – ongoing  JATIT & LLS    

 

ISSN: 1992-8645                                                         www.jatit.org                                                        E-ISSN: 1817-3195  

 
7651 

 

predicted power transformer 1 peak load was 33.39 
MW. This figure reaches 55.65% of the capacity 
for power transformer 1, and can be categorized as 
a light standard for the load of a power transformer. 
 
 

Table 6. Results of peak load prediction of power 
transformer 2 

 

Year 
Output Data Peak 

load 
(MW) X1 X2 X3 X4 X5 

2018 5.98 6.32 2.86 2.87 22.41 21.44 
2019 6.63 7.35 2.87 2.87 21.44 20.93 
2020 7,35 8.15 2.87 2.87 20.93 20.92 
2021 8.15 9.03 2.87 2.88 20.92 21.44 
2022 9.03 10.01 2.88 2.88 21.44 22.06 
2023 10.01 11.11 2,88 2.89 22.06 22.41 
2024 11.11 12.30 2.89 2.89 22.4 22.52 
2025 12.30 13.63 2.89 2.89 22.52 22.75 
2026 13.63 15.11 2.89 2.90 22.75 22.95 
2027 15.11 16.75 2.90 2.91 22.95 23.19 

 
 

 

 
Figure 8. Results of peak load prediction of power 

transformer 2 
 

The results of the prediction of peak load for 
power transformer 2 are shown in Table 7 and the 
graph in Figure 9. Can be seen in Table 7 and 
Figure 9 which shows that the predicted peak load 
for power transformer 2 experiences an increase 
trend every year. This is directly proportional to the 
increase in GRDP value and the number of people 
served by power transformer 2. In 2027, the 
predicted power transformer 2 peak load was 23.17 

MW. This figure reaches 77.23% of the capacity 
for power transformer 2, and can be categorized as 
a reasonable standard for the load of a power 
transformer. 

 
 

CONCLUSION  
In this study, the peak load of power transformers 

was predicted using backpropagation type neural 
network method. The results of predictions that 
have been made for the period from 2018 to 2027 
indicate a trend of peak load increases every year. 
In 2027, the predicted peak load of the transformer 
was 33.39 MW, equivalent to 55.65% of the 
capacity of power transformer 1, and could be 
categorized as a standard lightweight transformer 
load. Also in 2027, the peak load for power 
transformer 2 is predicted to be 23.17 MW, 
equivalent to 77.23% of the capacity of power 
transformer 2, and can be categorized as an optimal 
standard transformer load. Based on the results of 
this study it has been shown that until 2027 the 
power transformer I and power transformer II can 
still serve peak loads, because it still has not 
reached 80% of the maximum capacity of the two 
power transformers. 
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