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ABSTRACT

Cooperative learning is an approach of learning that work together in small group to achieve goal together. This method has proven can increase student ability, confident and communication skill. One method of cooperative learning is Jigsaw method. Jigsaw method requires formation in heterogeneous groups, but remains homogeneous between groups. Unfortunately, determination of appropriate group formation according to the method is difficult, especially if the number of students is large. Therefore, this research attempts to propose an algorithm to set heterogeneous group formation of student properly. The right formation can encourage students to learn optimally and able to improve students understanding well. In this study, the process of grouping students based on student dissimilarity. This paper contributes a group formation algorithm with the Centered-Optimization approach. For comparison, in this study the Centered-Optimization algorithms compared to Centered-Random algorithms. As result, the Centered-Optimization algorithm can provide the highest heterogeneous fitness value. Based on ANOVA Univariate analysis, the fitness value of fixed-root-optimization algorithm is significantly different from the two comparison algorithms.
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INTRODUCTION

COOPERATIVE learning is a method of learning in small groups where teachers will provide direction to solve a problem together to be able to improve the ability of each student in terms of understanding the material to social skills [1],[2]. Based on the results of several studies, cooperative learning can provide many advantages in learning outcomes [3], among them are to increase student learning activeness in learning process [1], encouraging students to be able to share and care about their group's friends [1], and effective in improving students' abilities[4]. Therefore, cooperative learning method is widely used in the learning process either face to face in school or through online learning.

Cooperative learning method that is quite popular is JIGSAW [1]. JIGSAW is a method of learning in a heterogeneous group, where students are grouped with other students who have different characteristics and abilities. The formations in the group are heterogeneous, and each group has the same group composition (homogeneous)[5]. It aims to make the equalization of the learning process can be achieved. The number of students in each group based on the Jigsaw method is 5-6 people.

Usually, groups of student in schools is determined by teachers based on their ability, randomly or determined by the students themselves [6]. However, the composition of the student formation appropriately can not be done randomly [7] or based on the student's name order [8] because it allows students with the same characteristics to be in the same group so that the results of cooperative learning are not optimal. Obstacles on grouping manually by teachers are difficult to find the composition of the formation that is truly optimal and the process can take a long time, especially in the class that has many students [9]. Furthermore, this study what is the relationship between the number and type of attributes to the process of students heterogeneous grouping

The inappropriateness of group formation results in the failure of the cooperative learning process [10],[11]. Today, the evolution of learning process through e-learning is increasingly widespread. Make the number of students more and more. Certainly, the cooperative learning process through e-learning will be increasingly required.
Therefore, we need tools to be able to help teachers in grouping students automatically. Thus, the objective of cooperative learning process can be achieved maximally.

There have been several researches about cooperative learning tools. Both in software development and improvements of grouping algorithm. This study contributes to the improvement of algorithms to determine the form of heterogeneous groups. This research aims to optimize heterogeneous grouping algorithm.

The limitations of the research in this study are:
1. Case studies in a senior high school.
   This research was conducted with a case study in a senior high school in Bandung. The number of students proposed in this case study consisted of 3 classes. The subjects implemented are craft subjects, because classes with these subjects are available and the time is right for cooperative learning. Although this case study is limited to school, the implementation of this research can be carried out for a broader learning environment.
2. Automation of determining the formation of student learning groups.
   Case studies of this study require a learning environment with cooperative learning methods. The part that helped by the application is the automation of determining the formation of student groups. The learning process is entirely within the authority of the teacher concerned, but the determination of the formation of student groups is done automatically by the system based on the proposed grouping process model.

The paper is organized as follows: we describe existing research of heterogeneous grouping method in Section 2. Section 3 describe Jigsaw cooperative learning method. We describe about student model in Section 4. Our proposed method is introduced in Section 5. We describe the experiment in Section 6. Result and analysis of experiments in Section 7. Finally, conclusions are proposed in Section 8.

2 RELATED WORKS AND RESEARCH METHODOLOGY

There are many researches try to solve the problem of group formation, those are Genetic Algorithm method [12], [13], [8], Ant Colony [9], Particle Swarm Optimization [14], Tabu Search [15], etc. Comparison of this study can be seen in the table 1.

Table 1: Existing Research

<table>
<thead>
<tr>
<th>Atribut</th>
<th>Metode</th>
</tr>
</thead>
<tbody>
<tr>
<td>[9]</td>
<td>Attitude, motivation, cognitive level, shyness, etc.</td>
</tr>
<tr>
<td>[14]</td>
<td>Cognitive level, student interest of topic</td>
</tr>
<tr>
<td>[13]</td>
<td>Cognitive level, communication skill, and leadership skill</td>
</tr>
<tr>
<td>[17]</td>
<td>Student profile, student interest of topic.</td>
</tr>
<tr>
<td>[3]</td>
<td>Student ability</td>
</tr>
<tr>
<td>[8]</td>
<td>Student ability</td>
</tr>
<tr>
<td>[18]</td>
<td>Learning style</td>
</tr>
</tbody>
</table>

In addition, the differences of these studies are characteristics of students used for grouping process. Many researches use characteristics of student like the level of student cognitive, social interaction of students, learning styles of students, and communication skills.

Basically students have a lot of characteristic data. This research tried to use student characteristic data based on jigsaw method and other student characteristics, internal and external student characteristics.

The research methodology incorporated in this study can be described as follows:
1. Literature study
   We used a large number of books, journals, reports, and websites relating to the research topic, especially about dissimilarity object, cooperative learning and educational data mining.
2. Data gathering
   Data collection was conducted through direct observation in a senior high school in Bandung. Direct observation included the analysis of student ability, learning style and other student data profile.
3. Analysis, desain and build system
This research needs a support system that can test the algorithm. The system can gather data from student, preprocess data, calculate dissimilarity of student, implement the algorithm of grouping student.

4. Test and analysis

We implemented the system in a senior high school in Bandung, Indonesia. It took 3 months in 2017. Then we analyzed the result of cooperative learning process statistically used ANOVA.

5. Research report and documentation

The results, references, and all other findings related to this research were documented in a research report. Publication of the research results was also done in the research phase.

3 JIGSAW METHOD

The Jigsaw method was developed by Elliot Aronson in 1971 in Texas [19]. Jigsaw cooperative learning method has succeeded in reducing the problem of racism, discrimination and hatred in schools that reduce the level of students' learning ability into collaboration that can lead to a positive learning atmosphere. The jigsaw process encourages students to be able to listen, improve self-activity, and improve empathy. The Jigsaw method divides the students into several heterogeneous groups but, however, maintains its intergroup homogeneity. Each group consists of 5-6 people with different characteristics based on gender, ethnicity, race and ability of students. Each group member has an important part in the learning process.

Many studies have proven the success of the Jigsaw method in improving students' learning abilities. Many schools in different places of the Jigsaw derived method are the characteristics of students used for grouping basis. Race in Indonesia is not a problem, because the majority of Indonesian race is the same, that is Malay. However, the problem of discrimination sometimes still occurs. Therefore, by adapting the Jigsaw learning process, this study aims to form learning groups that can be used in cooperative learning process based on student characteristics that are slightly different from the original Jigsaw method.

4 STUDENT MODEL

The student model represents the data on student characteristics used for the group formation process. Based on the Jigsaw method, the characteristics of students used for the basis of grouping are race, gender, ethnicity and ability. In addition, to adapt to actual classroom conditions in the hope of providing appropriate grouping heterogeneous grouping formations then, this study also adds some attributes of other student characteristics.

Characteristics of student attributes that are used based on the students' internal side and the student's external side. The students' internal data consists of non-academic data and academic data. Non-academic data consists of religion, age, family status. External data used are parents' educational background, economic situation, residence and learning facilities. Academic data are student's ability, and learning style.

The learning style used in this research is visual, auditory, and kinesthetic [20]. Learning style of each student is obtained after students answer the questionnaire given online. Questionnaire given in the form of multiple choice by 30 questions. Students are given time to be able to choose an answer based on the circumstances that best suit themselves.

Student data collection is collected online through the provided e-learning system and data derived from document files. The documents obtained are documents provided by teachers manually.

Some preprocessing step of data, the value of each of these characteristics is limited to the following:
1. Gender: male or female;
2. Religion: Islam Protestantism, Catholicism, Hinduism, Buddhism;
3. Parent education background: elementary, junior high, graduate, master, doctor
4. Economics: financial sources of fathers and / or mothers;
5. Learning style: visual, audio, kinestetik
6. Age: too young, right, too old;
7. Tribe: Sundanese, Javanese, Batak, Minang, Betawi, Dayak, Mixed;
8. Birth order: Eldest, Middle, Youngest, Single;
9. Place of residence: Together with parents, not with parents;
10. Learning facility: Value between 1-6
5 AUTOMATIC GROUP FORMATION

Automatic group formation consists of several stages, namely preprocess, student dissimilarity, grouping and evaluation process. Automatic Group Formation process shown in Figure 1.

5.1 Preprocess

As discussed in the Student Model section, this study uses some characteristics of student data. Where each value data characteristics have different data types. Prior to the process of grouping students, the process of measuring dissimilarity among students.

The measurement of dissimilarity between students divided the data into several data types. The definition of the data type is [21]:
1. Binary data (symmetric), data consist of 2 state of equal value;
2. Binary (asymmetric), data consist of 2 state and both state are not equal;
3. Categorical, data consist more 2 state;
4. Ordinal data, resembles a categorical variable, except that the M states of the ordinal value are ordered in a meaningful sequence.

Referring to data type, student data is processed into the data type above. The adjustment of data types of student characteristics used in this study are as follows:

<table>
<thead>
<tr>
<th>No</th>
<th>Atribut</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Gender</td>
<td>Binary (symmetric)</td>
</tr>
<tr>
<td>2</td>
<td>Religion</td>
<td>Categorical</td>
</tr>
<tr>
<td>3</td>
<td>Parent education background</td>
<td>Ordinal</td>
</tr>
<tr>
<td>4</td>
<td>Economics</td>
<td>Binary (asymmetric)</td>
</tr>
<tr>
<td>5</td>
<td>Learning Style</td>
<td>Categorical</td>
</tr>
<tr>
<td>6</td>
<td>Age</td>
<td>Categorical</td>
</tr>
<tr>
<td>7</td>
<td>Tribe</td>
<td>Categorical</td>
</tr>
<tr>
<td>8</td>
<td>Birth order</td>
<td>Categorical</td>
</tr>
<tr>
<td>9</td>
<td>Residence</td>
<td>Binary (asymmetric)</td>
</tr>
<tr>
<td>10</td>
<td>Learning facility</td>
<td>Ordinal</td>
</tr>
<tr>
<td>11</td>
<td>Cognitive</td>
<td>Ordinal</td>
</tr>
</tbody>
</table>

Stages of preprocess data:
1. Data cleaning
Data cleaning is a process to handle incomplete data, handle outliers, and eliminate inconsistent data [21]. The incompleteness of the data in this study is caused by students not entering school during the process of input data value, either during pretest or posttest. To address the problem, the researcher fills in the data using the grade average.
2. Data integration
Data integration is the process of combining data from multiple sources in order to avoid duplication of data [21]. Data integration can combine data from e-learning system database and data from the teacher.
3. Data transformation
Data transformation is the process of converting data into an appropriate type [21]. Stages of data transformation used in this study:
   • Aggregation. Some data values are summed up into a data value only. This process is implemented on the student's initial value attribute which is the result of the aggregation of the daily task value and the student exams.
   • Generalization, converting data from low-level concepts to higher-level concepts. One of the
implementations conducted on student data in this study is the age attribute.

4. Data reduction
Data reduction aims to reduce the amount of data [21]. In this research, data reduction process used is attribute subset selection using information gain decision tree. Subset selection is the process of reducing data by eliminating attributes that are not very relevant to the results.

5.2 Student Dissimilarity
After the preprocessing phase, the next step is the measurement of dissimilarity among students. The value of dissimilarity among students is measured based on student characteristics data. Student data consists of many attributes with various data types.

Therefore, to be able to measure dissimilarity value among students who have various data types using equation 1[21]. Output of this dissimilarity measurement is matrix dissimilarity. This matrix contains dissimilarity values between students. Dissimilarity (d) between students is a common scale of the interval [0.0,1.0]. Closer to 0, the students are similar. Closer to 1, the students increasingly different.

\[ d(i,j) = \frac{\sum_{f=1}^{p} \delta_{ij}^{(f)} d_{ij}^{(f)}}{\sum_{f=1}^{p} \delta_{ij}^{(f)}} \]  

Where \( \delta_{ij}^{(f)} = 0 \) if either (1) \( x_{ijf} \) or \( x_{ijf} \) is missing, or (2) \( x_{ijf}=x_{ijf}=0 \) and variable \( f \) is asymmetric binary. Otherwise, \( \delta_{ij}^{(f)}=1 \). The contribution of variable \( f \) to the dissimilarity between \( i \) and \( j \), that is, \( d_{ij}^{(f)} \), is computed dependent on its type [21]:

1. if \( f \) is interval-based:
   \[ d_{ij}^{(f)} = \frac{|x_{ijf} - x_{jif}|}{\max_h x_{hf} - \min_h x_{hf}} \]

2. if \( f \) is binary or categorical: \( d_{ij}^{(f)}=0 \) if \( x_{ijf}=x_{jif} \); otherwise \( d_{ij}^{(f)}=1 \)

3. If \( f \) is ordinal: compute the ranks \( r_{ijf} \) and \( z_{ijf} = \frac{r_{ijf}-1}{M_f-1} \), and treat \( z_{ijf} \) as interval-scaled.

If \( f \) is ratio-scaled: either perform logarithmic transformation and treat the transformed data as interval-scaled; or treat \( f \) as continuous data, compute \( r_{ijf} \) dan \( z_{ijf} \), and then treat \( z_{ijf} \) as interval-scaled.

5.3 Grouping Method
This research used Fixed Root Algorithm to determine formation of grouping student. Fixed root is a pair of student \((S_i, S_j)\) which is the most dissimilar in student population. The fixed root saved is as many as \( N/5 \), \( N \) is number of students. Thus, the number of groups formed based on the number of Centered specified. Where student population \((N)\) divided by 5, based on Jigsaw method, in a group consist of 5 or 6 students.

In order to get a heterogeneous group, in this study conducted 2 kinds of Centered. The first root fix is a pair of students who have the highest dissimilarity value. The second experiment was a pair of students who have median value of dissimilarity.

After get the Centered, to meet the formation of groups consisting of 5 students, and then made the process of determining the rest of the students. We compared the process of determination the rest of students by random and our optimization algorithm. We name the approach algorithm as Centered-Random, Centered Max-Optimization, and Centered Median-Optimization.
5.3.1 Centered-Random

As described earlier, Centered-Random is an algorithm to get formation of grouping student by find the root student and then get the rest of students by random. Centered is a pair of student that have median value of dissimilarity. After preprocess data, analysis of dissimilarity level among students in class using equation (1) and then, we determined the root. After that, we determined the rest of students in each group by random. This process diagram shown in Figure 2.

5.3.2 Centered-Max Optimization and Centered-Median Optimization

Centered-Optimization is an algorithm that is essentially same as Centered Random, where the first thing to do in group formation is determination the Centered. The Centered is a pair of students with maximum dissimilarity (Centered-Max) and a pair of students who have median value dissimilarity of matrix dissimilarity (Centered-Median). Different with Centered-Random, Centered Optimization determines the rest of the student in group formation with the optimization process. The purpose of this optimization is to determine the students who are able to make the level of heterogeneity in the group to be maximal. However, the resulting formation remains balanced with other groups (homogeneous). This process can be seen in Figure 3.

After preprocess data, and system measures the dissimilarity level among students in class using equation (1). The output of the dissimilarity level of students is matrix dissimilarity. Based on matrix dissimilarity, we find number of pairs of students who will be Centered. Centered is attempted in the form of a pair of students with the maximum dissimilarity value (max) and a pair of students with median dissimilarity value.

Once Centered is determined, and then the rest of the students who will join the Centered is determined by 2 stages of optimization. The first optimization is to know which remaining students are able to maintain group heterogeneity. Meanwhile, the second optimization is to increase the heterogeneity of the smallest group to be better, without reducing the heterogeneity of other groups.

The process of determining the rest of the students is done one by one. It aims to maintain the heterogeneity of each group and the homogeneity of the groups to keep maximum. In first optimization process, the remaining students calculated the heterogeneous fitness value of each

Figure 3: Centered-Optimization Process Diagram
A class consist of many students, denoted by \( S = \{ m, n, o, \ldots, S \} \). The students are divided into groups \( G = \{ G_1, G_2, \ldots, G_n \} \). In a group there are many students \( s_g, d(m,n) \) is the value of dissimilarity between students \( m \) and \( n \) in a group. Attributes of student denoted by \( a \), where \( a_{1m} \) is first attribute of student \( m \).

Average of dissimilarity between student denoted by \( \bar{d} \), used to calculate heterogeneous values in groups. To calculate heterogeneous levels in each group can be calculated by equations (3).

\[
\bar{d} = \frac{\sum_{i=1}^{n} d_i}{j} \quad (3)
\]

\[
j = \frac{(s^2 - s)}{2} \quad (4)
\]

\[
fHt = \frac{d_{min}}{d} \quad (5)
\]

Where, \( d_{min} \) is the smallest dissimilarity between student. \( \bar{d} \) is the average of dissimilarity between student. To maximize heterogeneous levels in the group, the dissimilarity values among students in the group should be as big as possible. Hence, in the process of determining group members, students who have the lowest dissimilarity should be exchanged to other group members who have the lowest dissimilarity levels as well from other groups.

To ensure group formation is already heterogeneous or not, by looking at the heterogeneous fitness value \( (fHt) \) in a group. Equation 5 to calculate the \( fHt \). Where \( fHt \) value is interval 0-1, if \( fHt \) closer to 1 the group is getting heterogeneous.

In addition to heterogeneous fitness values, to achieve optimum Jigsaw group formation, intergroup formation is required to be homogeneous. In this study, the homogeneous levels between groups were based on heterogeneous fitness \( (fHt) \) each group. To calculate the homogeneous fitness \( (fHm) \) we need to find the average of \( fHt \). The equation of the average of


\[ f_{Ht} = \frac{\sum_{i=1}^{g} f_{Ht_i}}{g} \]  

(6)  

Intergroup formation can be said to be homogeneous if the \( f_{Ht} \) value of each group is the same. To ensure that between homogeneous groups by looking at the value of homogeneous fitness \( f_{Hm} \) between the groups. As \( f_{Hm} \) approaches 1, the homogenous level between groups is better. The equation \( f_{Hm} \) is as follows:

\[ f_{Hm} = \frac{f_{Ht_{min}}}{f_{Ht}} \]  

(7)  

The group formation resulting from the optimization process based on Dissimilarity with the highest \( f_{Ht} \) and \( f_{Hm} \) values, it can be said to be the most heterogeneous group formation in the group and the homogeneous intergroup of the class. The formation was tested in class with Jigsaw cooperative learning to know the progress of student learning using the formation of this research.

6 AUTOMATIC GROUP FORMATION

The experiment was conducted in 3 classes of high school. Total number of students is 85 students. Experiment conducted to test Centered-Random, Centered-Optimization Max, and Centered-Optimization Median. The results of the group formation process were evaluated based on the students' heterogeneous fitness scores in the group, and the fitness values of the group's homogeneity.

The group formation of students produced by the system, then tested in class. By doing pretest first. After the pretest, students learn in groups with cases and materials that have been determined by the teacher. After the cooperative learning process, student did the posttest and Group Experience questionnaire. It aims to know the formation of learning groups on the development of student learning and student satisfaction to the formation of groups that are given automatically.

7 RESULTS & ANALYSIS

Measurements of fitness values between groups were carried out to determine the distribution of students in all groups. So it is expected that each group has the same heterogeneity value so that homogeneity between groups can be achieved. The comparison of the homogeneity fitness values between the groups based on the methods can be seen in the table 3.

![Figure 4: Heterogeneous Fitness Comparison Diagram Process Diagram](image-url)

### Table 3: Homogeneity Fitness

<table>
<thead>
<tr>
<th>Metode</th>
<th>Kelas</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centered Random</td>
<td>0.589</td>
<td>0.364</td>
<td>0.431</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Centered Opt-Max</td>
<td>0.719</td>
<td>0.800</td>
<td>0.962</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Centered Opt-Med</td>
<td>0.704</td>
<td>0.650</td>
<td>0.870</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Heterogeneous fitness in the group can be seen in table 4.

### Table 4: Heterogeneous Fitness

<table>
<thead>
<tr>
<th>METHOD GROUP</th>
<th>MEAN</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>G1</th>
<th>G2</th>
<th>G3</th>
<th>G4</th>
<th>G5</th>
<th>G6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centered Random</td>
<td>0.436</td>
<td>0.451</td>
<td>0.266</td>
<td>0.453</td>
<td>0.662</td>
<td>0.438</td>
<td>0.451</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Centered Opt-Max</td>
<td>0.445</td>
<td>0.604</td>
<td>0.694</td>
<td>0.656</td>
<td>0.644</td>
<td>0.669</td>
<td>0.619</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Centered Opt-Med</td>
<td>0.846</td>
<td>0.600</td>
<td>0.753</td>
<td>0.480</td>
<td>0.594</td>
<td>0.812</td>
<td>0.680</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Centered Random</td>
<td>0.581</td>
<td>0.191</td>
<td>0.479</td>
<td>0.523</td>
<td>0.574</td>
<td>0.800</td>
<td>0.525</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Centered Opt-Max</td>
<td>0.642</td>
<td>0.749</td>
<td>0.803</td>
<td>0.531</td>
<td>0.729</td>
<td>0.531</td>
<td>0.664</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Centered Opt-Med</td>
<td>0.876</td>
<td>0.762</td>
<td>0.854</td>
<td>0.487</td>
<td>0.757</td>
<td>0.762</td>
<td>0.750</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Centered Random</td>
<td>0.148</td>
<td>0.206</td>
<td>0.517</td>
<td>0.405</td>
<td>0.348</td>
<td>0.436</td>
<td>0.343</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Centered Opt-Max</td>
<td>0.655</td>
<td>0.624</td>
<td>0.623</td>
<td>0.688</td>
<td>0.617</td>
<td>0.643</td>
<td>0.642</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Centered Opt-Med</td>
<td>0.660</td>
<td>0.724</td>
<td>0.549</td>
<td>0.537</td>
<td>0.647</td>
<td>0.519</td>
<td>0.596</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Visualization from table 4 can be seen in Figure 4. Based on Figure 4, we can see Centered-Optimization able to generate the best heterogeneous fitness group formation.

7.1 Anova

From the result of measurement of heterogeneous in the group then we analyzed using Univariate Analysis of Variance (Univariate ANOVA) in SPSS. The purpose of Univariate ANOVA in this research is to know the significance of heterogeneous fitness value based on the method. The results from Univariate ANOVA can be seen in table 5.
Table 5: Univariate ANOVA Comparison

<table>
<thead>
<tr>
<th>(I) Metode</th>
<th>(J)Metode</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>.000</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>.000</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>.444</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>.444</td>
</tr>
</tbody>
</table>

In table 5, method 1 is Centered-Random, method 2 is Centered-Optimization Max, and method 3 is Centered-Optimization Median. Based on table 5, it can be seen that there is a statistically significant difference between method 1 with method 2 and 3 ($p \ value < 0.5$). We can see in Table 4, that the heterogeneous fitness values in the group resulting from the Centered-Optimization Max grouping and the Centered-Optimization Median formations are significantly better than the heterogeneous fitness values of the Centered-Random method.

7.2 Pretest and Postest

Cognitive evaluation based on pretest and posttest results. The questions used in pretest and posttest are the same questions and given by the teacher. The pretest and posttest comparisons after learning in groups was determined by the teacher and in the group defined by the system using the Centered-Optimization method. The comparison results can be seen in table 6. In table 6 we can see the comparisons of pretest and postest after student learned in groups, which determined by teacher and groups that determined by system.

Table 6: Pretest and Postest Comparison

<table>
<thead>
<tr>
<th></th>
<th>By teacher</th>
<th>By system</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pretest</td>
<td>Postest</td>
</tr>
<tr>
<td>A</td>
<td>12.53</td>
<td>84.89</td>
</tr>
<tr>
<td>B</td>
<td>15.42</td>
<td>88.15</td>
</tr>
<tr>
<td>C</td>
<td>19.04</td>
<td>90.07</td>
</tr>
<tr>
<td>Mean</td>
<td>15.66</td>
<td>87.70</td>
</tr>
</tbody>
</table>

Based on Table 6, the value of pretest and posttest significantly increased after cooperative learning process. By looking at posttest value, both group learning show good cognitive score. This suggests the system is capable of providing group formations as well as grouping by teacher.

7.3 Group Experience Questionnaire

To see the results of student satisfaction on the formation of groups that determined the system, the researchers conducted the distribution of questionnaires. This questionnaire includes questions of student satisfaction on learning formation, to the assessment of the activity among students during learning in groups. The question and answer result of student questionnaire as a whole is as follows:

Table 7: Homogeneity Fitness

<table>
<thead>
<tr>
<th>No.</th>
<th>Questions</th>
<th>Positive</th>
<th>Neutral</th>
<th>Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Can you learn with a group well?</td>
<td>51%</td>
<td>32%</td>
<td>17%</td>
</tr>
<tr>
<td>2</td>
<td>Do you like formation of learning groups</td>
<td>36%</td>
<td>59%</td>
<td>5%</td>
</tr>
</tbody>
</table>

8 CONCLUSION

The main contribution of this research is Fixed Root Optimization method. This method can be used for grouping student heterogeneously. The difference between this method and the other method is this method apply the fixed root. So, the grouping process becomes faster and each group is similar heterogeneous.

One of the advantages of this dissertation process model is there is no limit to the number and types of attributes used for determining heterogeneous group formation. The difference in the use of the number and type of student attributes as parameters for heterogeneous groupings that are different in each school is a challenge for this process model to be able to determine the local characteristics that exist in the school environment. This is because the attributes used for the process of determining group formation are handled in the process of dissimilarity between mix data type. Where attributes that are homogeneous in a collection of students will have a value of dissimilarity 0 (zero). The model process for determining group formation proposed in this study can be used by a group of students in various types of schools. This helps the process of determining attribute usage automatically because the number and type of attributes will not significantly influence the heterogeneous grouping process time.

Based on experimental and analysis results, it can be concluded that the Centered-Optimization Max and Median algorithms are able to produce the group formation with the maximum heterogeneous fitness value among other algorithms. The heterogeneous fitness values produced by Centered-Optimization Max and
Median are considered to be significantly different from other algorithms.

Moreover, result of pretest and posttest after cooperative learning shows some good improvement. The students progress of learning almost as good as the progress when student learn in groups that determined by the teacher. Students can accept the group formation that determine automatically by system.

From these results, we can see that the process of student searching each student can give good results and worth to do. The heterogeneity level and the student learning satisfaction are good. For next research, we can try to find the best way to reduce number of student characteristic based on the situation in each school.
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