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ABSTRACT 

The localization and identification of speaker used in diverse application such as meeting, conferences, 
smart environments and robot-human interactions. So, the accuracy is perfectly significant of these systems 
which is increasing in the proposed system. In this paper the proposed system depends on identification and 
localization features. Three stages are presented: the preprocessing, the stage of extraction for the feature 
and the classification stage. In the stage of preprocessing, the energy and zero crossing techniques that are 
be using to split voice and silent of the speech signals. While in the stage of feature extraction, the fusion 
level features that are using for identification and for localization implemented with six features in both 
domains (the domain of time and frequency). For identification features: -  the energy and the zero crossing 
were extracted in a time domain. The entropy feature was extracted after computation the wavelet 
transform. The spectral centroid, spread and spectral entropy were extracted after computation the Fourier 
transform. While for a localization features, the Capon beam forming (MVDR) was implemented. In a 
classification stage, the random forest was used and the score level fusion technique for random forest and 
the support vector machine. The ELSDSR dataset was used for training and testing, which contains 198 file 
sound. The accuracy of the system was 88.050% when using the random forest, and 95.226% 
when using score level fusion  

Keywords: Speaker Localization, Speaker Identification, Random Forest, Support Vector Machine, 
Feature Level Fusion, Score Level Fusion. 

 
1. INTRODUCTION  

 
   Communication is a multidimensional dynamic 
process that is necessary to express thoughts, 
emotions, and needs, allowing interaction between 
people and their environment. The hearing, motor 
coordination and speech production are included in 
the process of communication. If one of these 
aspects or more is impaired, the  communication is 
disordered[1].  

    The analysis for Auditory Scene (ASA) is the 
basis in human communication. The capabilities of 
human auditory permit us to identify speakers and 
speech, localize and separate different speakers or 
sound sources[2]. The signal of speech includes 
significant paralinguistic information, like identity, 
gender, age, accent, the state of emotional for the 
speaker and language[3].  

    Speaker Recognition (SR) is the procedure for 
identifying a speaker according to the features of 
the vocal[4]. Speaker recognition (SR) contains two 
methodologies, firstly Speaker identification(SI) 
and secondly speaker verification(SV). SI is 
determining the identity of unknown speaker 
depend on his/her utterance properties. Speaker 
Identification(SI) is used in various application 
such as shopping using the telephone, voice dialing, 
mail of voice, and the services for access to 
database. Also, the speaker recognition (SR) is 
classified into two tasks: firstly, text-dependent and 
secondly the text-independent. In the text-
dependent that is constrained, the phrase of speech 
for the speaker and the lexicon knowledge is 
incorporated into the modeling, while the text-
independent isn't constrained the phrases of the 
speaker. The results of recognition in text-
dependent are more precise compared to the 
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systems of text-independent [5]. The system of 
human auditory has abilities to realize and localize 
a target source in complex multi-source scenarios. 
The speaker localization is an important technique 
for the ability of the robot to detect the directions of 
talkers for expression of the interest in the 
conversation by using speaker localization systems. 
So it remained the challenging function for 
algorithms that are used for localization[6]. 
 
1.1 The Contribution of The Work 

    The Ref [7-9] presents the identification 
and localization of the speakers using camera 
video for acquisition the information that used 
for tacking the person and detect the identity 
of the speaker, the researches that depend on 
the camera video used the audio and visual 
features that gave are good results but high 
cost. In Ref [10], he speaker localization and 
identification had been presented in two 
stages: localization and identification using 
MFCC. While the contribution of this work is 
determining the position of speakers and 
identification of a speaker in closed spaces in 
parallel, By using the techniques of speaker 
localization for determination the localization 
of a speaker and used  these techniques for 
identification by concatenation the feature of 
identification and the feature of localization to 
construct the feature fusion using Radio- 
Frequency Identification (RFID) that used one 
or array of a microphone for data acquisition 
which depend only on the audio features. And 
because those systems using in many 
application and system such as the 
environments of smart, The interaction 
between the robot and human. So the 
improvements of the accuracy are very 
important and necessary, so the paper presents 
the novel method by using the score level 
fusion also known decision fusion gave more 
improvement in an accuracy.    

 
2.  THE DATASET 

     The dataset ELSDSR that was used for training 
and testing the system. The purpose of creating the 
speech database of English language for the 
recognition of speaker is to take out wealthy voice 
messages with respect to gauge inter and intra 
speaker variability. Subjects are enrolled in a 
Danish technical university environment. Most of 
them are non-native English speakers. It supplies a 
good rate for speaker recognition. ELSDSR 
contains voice messages from 22 speakers (12M/ 

10F), and the age covered from 24 to 63. the 
speaker was different in distribution with respect of 
nationality and age, except for the gender[11]. 
 
3. THE PROPOSED SYSTEM  

    In general, the speaker identification contains the 
following stages: - 

1. Front-end processing (pre-processing): - 
this step related to the “signal processing” 
part, which converts the continuous signals 
into discrete signals, removes the noise or 
background noise from signals using 
different techniques.  

2. Feature extraction: - this step for 
extracting the acoustic features from 
signals of speakers to construct set of 
vectors of feature for use in training and 
testing phases. 

3. Decision-making:- it’s the final decision 
step for an identity of a speaker by 
comparing unknown feature vectors to all 
models in a database[12]. Fig.1 shows the 
components of a proposed system, while 
the steps of the system shown in algorithm 
1. 

 3.1.  The Preprocessing Stage 

              In this stage contains the following    steps:  

a. Pre emphasize the signal, the idea of 
pre-emphasis is to spectrally flatten 
the speech signal and equalize the 
inherent spectral tilt in speech, it is 
used by the first order First Impulse 
Digital Filter (FIR) using the 
following equation 
    1( ) 1pH Z az             (1) 

        Where 𝑎  is a constant, which value 
is, 𝑎 ൌ 0.97 [13]. 
 
b. Framing the signal of speech into blocks 

with 25ms with overlap 10ms. 
 

c. Windowing the speech signal by 
applying the hamming window with a 
view to keeping the signal continuity, 
so each frame multiply with hamming 
window using the following 
equation[14]. 

2
( ) 0.54 0.46cos

1

n
H n

N

     
      (2) 

for n= 0,1,…,N-1                              
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      Where n is a current sample, and N: 
number samples in each frame. 

 
d. The detection of voice activity (VAD) 

was applied, VAD is the operation of 
setting the presence of human speech 
[4]. And, for splitting the signal of 
speech into voiced and unvoiced signal 
we used the energy of short time 
(STE)[15] and the rate of zero crossing 
(ZCR) for each frame[16]  using the 
Eq. (3) and (4) respectively. 

         2 ( )n
n

E x n


  

                     (3) 

     Where, n is the current sample 

       
1

1
1

(1 1) 0
T

t t
t

ZCR T S S





  
  

(4) 

 Where, 𝑠 is a signal of length 𝑇 and 
the indicator function ‖ሼ𝐴ሽ  is 
egalitarian to one When 𝐴  is True and 
otherwise is egalitarian to 0. While, 
the indicating the speech segment by 
the STE and ZCR using the threshold 
for energy. Eq.(5) shows the threshold 
of energy[17].  

           0.1 –( )Threshold Emin Emax Emin      

 

 

 

 

 

 

 

 

 

 

 

                                                        (5) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: The proposed system 
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3.2. The Feature Extraction Stage 

  After the stage of preprocessing, the frames of 
speech signal were used for extraction the 
features for introducing the fusion features vector 
for identification and localization for both 
domains (time and the frequency domain) and 
features as show in the following step: - fig.2 
displays the stage of the extraction for features.  

 

 

a.  The Short Time Energy STE : -
 

compute the STE for the speech signal using 
the Eq.(3).  

b.  Zero Crossing Rate ZCR : - Compute 

the ZCR for the speech signal using the Eq. 
(4).  

 

 

 

Algorithm 1: The Speaker Identification and localization System 

Input:- The speech signal. 

Output:- The speaker identification. 

Begin 

   Step1:- read the speech signal. 

  Step2:-  pre- emphasize the signal using the Eq.(1). 

  Step3:- Framing the signal into blocks with 256 sample in each frame. 

  Step4:- Apply hamming window for each frame using Eq.(2). 

   Step5:- Voice Activity Detection(VAD) using the STE and ZCR by the Eq.(3) and(4) 
respectively and Eq.(5).    

   Step6:- Extract the feature using STE and ZCR in time domain using the Eq.(3) and (4). 

   Step7:- Compute Fourier transform for the signal using the Eq.(10). 

   Step8:- Extract feature using SE and SC using the Eq.(14) and (15) respectively. 

   Step9:-  Extract feature for localization using the MDVR technique by the Eq.(20). 

   Step10:- Compute the Wavelet transform (Haar type) using the Eq.(8). 

   Step11:- Extract the Entropy using the Eq.(12). 

   Step12:- Classification the fusion features using RF by the Eq.(23). 

   Step13:- Classification the fusion features using SVM by the Eq.(24). 

   Step14:- Classification the fusion features using score level fusion for RF and SVM. 

END 
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c.   The Discrete Wavelet Transform DWT :-

 
 Wavelets are efficient tools for 
converting the time into the domain of 
frequency and more effective tool for 
analysis of non-stationary signals[18]. 
The process of DWT is decomposing of 
the input signal into groups of function, 
this sets called wavelets. The DWT is 
accomplished by using mother wavelet 
function by the shifting and scaling. So 
the result of DWT process is wavelet 
coefficients. The signal has been 
reconstructing as the linear collection of 
wavelets and coefficients of weighting 
wavelet. After every decomposition, the 
coefficients that are resulted from the  

divided of the signal are approximation 
coefficients A and detailed coefficients 
D[19]. 
The transform of continuous wavelet 
(CWT) for the signal ( )f t  in time t  is 

defined in the following eq.(6)[20] 
*1

( , ) ( )
t b

w t a b f t d t
aa





    
      (6) 

      Where , ( ) (( ) )a b t t b a a    

with , ,a b R and * ( )t  is

complex conjugate of   the mother 

function ( )t . a  is scale parameter and 

b  is translation parameter. For the 

discrete parameter, 2 ja   and 

Figure 2:  The feature extraction stage 
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2 jb k , with ,j k Z (set of integers), 

and the base wavelet family is then 
expressed as: 

     
2

, ( ) 2 (2 )j j
j k t t k                  (7) 

As a result, the DWT for the signal ( )f t  

is obtained as: 

2 *
,( , ) ( ), ( ) 2 ( ) (2 )j j

j kwt j k f t t f t t k dt 




  
                                                        (8)   

where the symbol .  denotes the 

operation of inner product [21]. 
  

d.  Fourier Transform(FT): - 

   The transform of Fourier of a signal is 
called the signal representation in the 
domain of the frequency. The transform 
of Discrete Fourier (DFT) are quite 
useful because they detect periodicities 
for input data. The limitation condition 
in DFTs is that the series of discrete time 
must be periodic, and frequency of 
sampling should be great than twice of 
the band-limited frequency.  
    The discrete function case is 

( ) ( )kf t f t  by letting ( ),k kf f t  

where kt K   with 0,1,..., 1.K N   

Writing this gives the transform of 
discrete Fourier [22]: 

  1

0
( )

N

n k k n
F F f n




                (9)  

As 
21

0

i n kN
N

n k
k

F f e
 



            (10) 

 
     The inverse transform     

21

0

1 in kN
N

n n
k

f F e
N





                     (11)     

  In a DET, the signal is transformed  
from a domain of time ( )kf  into a domain 

of frequency ( )nF [23].   For calculating 

the Eq.(9) or (10). The FFT is used for 
decreasing number of computations 
necessary for N points from 22N  to 

2 logN N  where log is the base 2

logarithm [24]. 
 

e. The Shannon Entropy (SE): - 

      Entropy is the measure of quantitative 
of how uncertain the result of a random 

experience [25]. The Shannon’s entropy is 
the suitable metric to gauge the 
organization and information sources of 
the signal. For signal x, the Shannon 
entropy is defined in Eq. (12)[26]:- 

       1

log ( )
N

i
i

H p p i


   (12) 

   Where ip  is the likelihood that the 

signal belongs to a considered period, with 
understanding that 0)(log ipip  

if 0ip  , and N is a number samples. 

The entropy H is a gauge of the 
information needed to determine a system 
in a specific case, the sense that H is the 
measure of our obscurity about the system. 
 
 
 

f.  Spectral Entropy SE : -  

 The spectral entropy the has been 
computed in the domain of frequency, 
after computing the FFT, then compute 
the Density of Power Spectral 
(PSD) using Eq.(13)[27, 28]. Then 
finally, compute the spectral entropy 
using the standard entropy equation as 
mention in Eq. (12). 

21
( ) ( )i ip w X w

N
                    (13) 

 
g.  Spectral Centroid and Spread (SC and 

SS): - 
 The spectral centroid of the signal is the 
curve which the value at any given time is 
the centroid of the identical fixed-time cross 
portion of the signal’s spectrogram[29]. The 
Eq. (14) is the spectral centroid equation. 

 

[ ]

[ ]

e

s

e

s

K

t
k K

t K

t
k K

M k k

C

M k











    

(14) 

Where tC  represents the spectral centroid of 

number for frame t , while [ ]tM k  is the 

power spectrum with frequency bin number 
,k  sK  is a lower limitation of frequency 

bandwidth bin number and eK  is a higher 

one[30].  The spectral spread (SS) is the 
measure of the average spread of the 
spectrum in relation to its centroid using the 
Eq. (15). 
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f S C X k
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X k












      (15) 

 
h.  Capon beamforming (Minimum 

Variance distortion less response 
(MVDR)) 
    

 
The minimum variance distortionless response

 MVDR or calledCapon beamformer is one

 of the  direction of  arrival DOA  

technique, which vastly used in sensor 
array signals processing applications. It 
depends on the estimation of the power 
of a signals that have multiple 
narrowband sources[31]. The MVDR is 
one of the techniques of adaptive 
beamforming that it is used to reduce a 
variance of the noise. The broadband 
MVDR beamformer divides wideband 
signals into narrowband components and 
treats these components 
independently[32]. The MVDR 
algorithm relies on the steering vectors. 
MDVR calculate the weight vector to 
locate the desired signal from the 
interference, maximize the sensitivity in 
one direction only and minimizes the 
power of output. The result is given at 
any time by the linear series of the data 
at source signals, with being the weight 
vector in Eq. (16)   

        
*( ) ( ) ( )Hy n w n n               (16) 

The Weight vector ( )W n  is in the 

Eq.(17) 
1

0

( ) ,
M

n
N

w n w




 
1

0

( )
M

n
n

x n X




 
   

      

 
                                                            (17)  
the matrix inverse operation and uses the 
immediate gradient vector ( )J n  for 

weight vector upgrading, the weight vector 
at time 1n   can be written as Eq.(18) 

1
( 1) ( ) [ ( )]

2
w n W n J n     (18) 

Where   is the step size parameter. 

While the Eq. (19) shows the weight 
vector 
 

  ( 1) ( ) [ ( ) ( ) ( )]W n W n p n R n W n     (19) 

                *( ) ( ) ( ) ( ) ( )W n X n d n X n W n        

                *( ) ( )W n Xe n    

While R  is covariance matrix, p  is cross- 

correlation vector, ( )J n is gradient vector 

While the desired signal can be defined by 
the following equations: 

    ( ) ( ) ( )Hy n w n x n                 (20) 

        ( ) ( ). ( ) ( 1)e n d n y n W n    

                     *( ) ( ) ( )W n X n e n    

The MDVR  minimize the noise and high the 
signal noise ratio (SNR) using the Eq.(21)[33] 

   1 01 0 l o g ( )
S

S N R
N

            (21) 

While S is the desired signal, and N is noise 
signal. 
       

3.3 The Classification stage 

     In the classification stage, the feature 
vectors have been classified using score level 
fusion by using two classification techniques 
random forest (RF) and support vector 
machine (SVM) as following: 

 

a. Random Forest (RF): 

      It is the ensemble of classification and 
regression tress (CART) [34]. RF is the 
technique used for regression and 
classification.  It is trained on the same size 
of the datasets, a training set, it called 
bootstraps, created by resampling randomly 
the training group itself. Once a tree is built, 
the set of bootstraps, which do not include 
any special record from the genuine dataset 
out-of-bag (OOB) samples, it used as the test 
set [35]. In the algorithm of random forest, 
the random vector k  is produced, 

independent from the previous random 
vectors and distributed to all trees, and each 
tree is mature using  random vector k  

and 

training set, that results in  the aggregate of 
classifiers for  tree-structured 
 ( , ), 1....kh x k  at input vector x . In RF, 

the generalization error that estimate by the 
classification error as defined in Eq. (22) 

           
*

, ( ( , ) 0 )X YP E P m g X Y      (22) 
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Where the random vectors are (X and Y ) 
and mg  is the margin function that measures 

that range to which the mean number of votes 
in random vectors for the right output 
override the mean vote for any other output. 
Margin function is defined as the Eq. (23) 

 
( , ) ( ( ) ) max ( ( ) )k k j Y k kmg X Y av I h x Y av I h X j      

                                                          (23)                                                                      
Where (.)I  is the indicator function[36]. 

b.  Support Vector Machine SVM :  

     SVM is a technique used for 
classification, regression, and preference (or 
ranking) learning. The SVM can be formed 
in different forms (single class and 
multiclass). In single-class classification, The 
SVM as binary classifier where the result of 
the learned function is either negative or 
positive. In multiclass classification, the 
SVM is merging manifold binary classifiers 
using pairwise coupling method[37]. SVMs 
is one of a kernel methods category, that used 
in feature space of high dimensional for 
computing a dot product [38].  

SVM classification: 





l

i 1
i

2

Kf,
Cf min

i




 yif(xi)  1 - i, 

for all i   i  0                                        (24) 
 
Dual formulation: 


 


l

1i

l

1j
jijiji

l

1i
i

α
),K(yyαα

2

1
α min

i

xx   

  0  i   C, for all i;                               (25)       
  Variables i are  slack variables, they 
measure an error made in point (xi,yi). 
Training SVM becomes quite    challenging 
when the number of points for training is 
large[39]. 
 

4. RESULT AND IMPLEMENTATION 

    The proposed system has been implemented on 
ELSDSR dataset with sampling rate 16000, 22 
speakers ( 12M/10F). The dataset was divided 
into 80% for training and 20% for testing. The 
accuracy of the system was 88.05% when used 
random forest algorithm, while the accuracy was 
95.22% when used score fusion level in 
classification for random forest and multiclass 
support vector machine. In fig.3. and Table 1.
shows the features of a speech signal in the 
proposed system. 

 

 

The 
Name 

Total 
Sample 

No. of 
frame 

STE ZCR Entropy SC SS SE SNR 

Femal-
Sp1 

74400 310 198816.304 0.1221 3.0330 0.3227 0.3253 3.1025 20.047 

   

 

 

 

 

 

 

 

 

 

Table 1: The features of one for speech signal 
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5. CONCLUSION 

     The importance of the speaker identification 
and localization systems accuracy is significant 
for identify and localize the person perfectly. This 
paper presented a system for increasing the 
accuracy of such systems by using feature vector 
fusion, score level fusion and one of a localization 
technique because of its capability for detecting 
the source of the speaker signal. A feature 
extraction phase is an important stage for 
identification process, therefore using six features 

(identification and localization features) with 
different domains to extract the good fusion 
feature vector. The results showed which there is 
an improvement in accuracy when using score 
level fusion and using RF and SVM in 
classification phase rather than using the one 
classifier. So the accuracy of these systems is 

significant for localizing and identify the person 
perfectly.    

 

Original Speech Signal 

Normalized Signal 

STE 

Fourier Transform 

Approximation and Details coefficient for Wavelet 

Spectral Centroid and Spread Localization Using MDVR 

Figure 3: The results of system for one of speech signal 
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