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ABSTRACT

Nowadays, the resources of social media are important for sharing data, news, and opinions. Users of social media can write their tweets, posts, and comments to express their feedback about some services and products. Sentiment analysis is one of the approaches for analyzing users’ opinions to extract useful information. This research work analyzes and investigates a sentiment analysis model. The model contains four phases mainly: document/dataset collection, preprocessing operations, scoring and sentiment classification, and evaluation. The dataset collection is concerned with collecting Arabic documents or comments from social media like Facebook. The preprocessing operations involve tokenization, rejection of stopwords, normalization, and stemming. Scoring and sentiment classification are concerned with many important themes mainly: checking negation, handling intensifiers, identifying emotions and sentiment classification. The evaluation phase evaluates the performance of the sentiment analysis model. Moreover, the sentiment analysis model is supported by a set of Arabic lexical resources such as list of Arabic stopwords, list of positive and negative emotions, list of positive and negative modifiers, list of affixes of the light stemmer, and others. The sentiment analysis model helps classifying the users’ comments to either positive or negative or neutral sentiments (Sentiment Polarity). The adopted sentiment analysis model is presented to identify sentiments in the Modern Standard Arabic (MSA). The model also can investigate and identify sentiments in informal Arabic (colloquial) where most of social media users are using. Some measurable criteria such as precision, recall, accuracy, and error-rate are adopted to evaluate the performance of the sentiment analysis model. Several experiments are done adopting three important themes of Arabic words mainly: negations, emotions, and intensifiers. The model behavior is changed and affected by using such themes either individually or combined. The model performance is also affected by using the type of Arabic sentence and Arabic language style. Finally, the sentiment analysis model behaves well and presents good accuracy values. The accuracy values of the predicted positive comments are 98.2%, 91.8%, and 85.8% while the values are 93.2%, 92.6%, and 70.1% for the negative comments respectively for MSA, Mixed Arabic, and informal Arabic styles.
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1. INTRODUCTION AND RELATED WORK

Sentiment analysis and/or opinion mining is one of the important research topics of computational linguistics. The sources of social media are important for sharing news, ideas, information and opinions. The companies, organization, and governments need to analyze the users’ comments to obtain some knowledge for improving their decision making process. Sentiment analysis is important as it determines if the users’ comments have positive or negative polarities. The majority of sentiment analysis research works are focused on the English language, while little are conducting those posts and comments written in Arabic. Examples of the efforts that handled the sentiment analysis techniques for Arabic datasets are briefly mentioned as follows:

[3] focused on sentiment analysis for Arabic tweets. The authors applied some supervised machine learning approaches to classify those tweets as positive or negative polarities. They applied some preprocessing techniques to improve the sentiment performance. The preprocessing techniques achieved better results.
[2] discussed the challenges and obstacles of the sentiment analysis for informal Arabic and social media. The authors mentioned that most of social media networks such as Tweeter and YouTube websites are using informal Arabic. The main differences between Tweeter and Youtube dialect were presented. Some methods and preprocessing operations were also adopted.

[4] mentioned that sentiment can be analyzed and classified either by machine learning techniques or by lexicon-based techniques. Tweeter is considered one of the most popular social networking where millions of users share their suggestions and opinions about several fields. Examples of such fields are: politics, products, personalities, and others. Sentiment analysis is used for interpreting the resources of the sentiment change in public attitude, mining, and summarizing products reviews to solve the polarity shift problem. The authors used different classification models like Naïve Bayes classifier, support vector machine, decision tree, and others.

[7] mentioned that the online contents in Arabic are limited and the related accuracy of the existing methods is lower. Arabic sentiment analysis is based on two main issues: the Arabic specific challenges and general linguistic issues. The Arabic specific challenges are caused by Arabic morphological complexity, limited resources, and dialects. The general linguistics issues include polarity fuzziness, spam, review quality, and others.

[13] tested the effects of normalization, stemming, and stop-words removal on the performance of Arabic sentiment analysis system. The system used Arabic tweets from Tweeter. The sentiment of the crawled tweets was analyzed to interpret the attitude of the public. The authors mentioned that determining the writer’s attitude regarding some topics is the main task of sentiment analysis.

[24] presented an approach to sentiment polarity classification in twitter posts. The approach is based on extracting a vector of weighted nodes from the graph of WordNet. The weights are used in SentiWordNet to compute a final estimation of the polarity. The approach is considered a non-supervised solution that is domain independent. The performance evaluation of their work shows that the approach is promising.

[25] mentioned that the advances in Web 2.0 had changed the ways people communicate, collaborate, and express their opinions and sentiments. The authors developed SenticNet2, a publicly available semantic and affective resource for sentiment analysis. SenticNet2 was built by means of sentic computing which is a paradigm that exploits both artificial intelligence and semantic web techniques to better recognize, interpret, and process natural language opinions. SenticNet2 is considered one of the most comprehensive semantic resources for the development of affect-sensitive applications in several areas such as data mining, multimodal HCI, social media marketing, and others.

[19] mentioned that there are several approaches for detecting sentiment in text. Lexical resources; such as a dictionary of opinion terms; are important. SentiWordNet is a resource containing opinion information on terms extracted from the WordNet database. Using semi-supervised learning methods enable users to classify products’ reviews as positive or negative using SentiWordNet lexicon.

[12] presented a lexicon-based sentiment analysis algorithm and focused on real-time tweeter content analysis. This is necessary to estimate the intensity of the sentiment rather than positive/negative label. The authors mentioned that sentiment analysis has been applied on different, non-necessary domains for monitoring and forecasting public opinions. The authors presented and explained the relation between negative sentiment of Tweeter and posts related to English Defense League and the level of disorder during the organization’s related events.

[26] introduced some aspects of web data analysis. They mentioned that the process of sentiment analysis involves including the identification of the meaning of words within the text through natural language processing rules. The authors also presented a framework for automatic identification of the presence of opinion in textural data. The framework includes a description of rules of negation identification and calculation. The negation rules are designed to improve sentiment text analysis.

[27] introduced an approach that automatically classifies the sentiment of tweets by using classifier ensembles and lexicons. Classification of tweets is done concerning a query term. This work is useful for customers who can use sentiment analysis to search for products, for companies that aim at monitoring the public sentiments of their brands and for other applications. The authors’ experiments on some public tweet sentiment datasets show that
classifier ensembles formed by Naïve Bayes, SVM, and logistic regression improved the classification accuracy.

[28] mentioned that the reviews and blogs obtained from social networks are very important resources for analysis and improving decision making. The reviews are unstructured by nature and need some sort of processing like classification and clustering to provide useful information for future uses. Supervised machine learning methods help to classify such reviews. The authors adopted four different machine learning algorithms for classifying the human sentiments. The algorithms are: Naïve Bayes, SVM, Maximum Entropy, and Stochastic Gradient Descent. They considered some measurable criteria for evaluating the performance of the adopted algorithms.

[29] mentioned that determining the sequence of words affected by negation is one of the important tasks of sentiment analysis. The authors integrated the problem of identifying the scope of negation while determining the polarity of sentence. They proposed a negation handling approach based on linguistic features which determine the effect of different types of negation. The proposed approach improved the accuracy of negation identification and overall sentiment analysis.

The organization of this work will be as follows: Section 2 presents the architecture of the adopted sentiment analysis model. This includes several key points mainly: the dataset collection, preprocessing operations, scoring and sentiment calculation, and performance evaluation. The sentiment calculation involves negation handling, intensifier checking, and emotion identification. Section 3 presents a proposed approach for negation checking and handling. Section 4 presents the implementation work while Section 5 discusses the obtained results. Finally, the concluding remarks are presented in Section 6.

2. ARCHITECTURE OF THE ADOPTED SENTIMENT ANALYSIS MODEL

This work presents the architecture of the adopted sentiment analysis model. The architecture contains four main phases namely: dataset collection, preprocessing operations, scoring and sentiment classification, and performance evaluation. The architecture is also supported by a set of important lists to facilitate the calculation of sentiment scoring. The lists are: Arabic Stopwords list, list of Arabic affixations of the light stemmer, list of emotion symbols, list of Arabic negation words, and a part of Arabic lexicon. Figure 1 briefly shows the main themes of the sentiment analysis model, where Figure 1.1 shows the adopted Arabic lexical resources.

Dataset Collecting

Comments and Reviews from the Facebook
2.1. Dataset Collection

To operate and test a dataset for sentiment analysis, it is normal to adopt three steps mainly: perform web crawling, filter the reviews, and extract some attributes from each reviewer. The collection of data is important to compile the dataset from users’ reviews. The dataset is considered as input to the preprocessing phase. In our case, we have three datasets; each contains a number of comments. The datasets were collected from the Facebook API that offers a secure HTTP-based API. It allows developers to query public posts of specific users or organizations via authenticated HTTP calls. The colloquial dataset collection represents comments about different events and news from Youm7 page on Facebook. The number of colloquial comments is 1402. The Modern Standard Arabic (MSA) represents a sample of Large Scale Arabic Book Reviews (LSABR). The number of MSA comments is 341.
2.2. The Preprocessing Operations

This phase is focused on text preprocessing which is important for sentiment analysis. This phase presents several operations mainly: tokenization, stopwords’ rejection, normalization, and light stemming. The function of each operation is briefly mentioned as follows:-

2.2.1 Tokenization of Arabic Text

Tokenization is an important step and is performed for each comment in the adopted dataset. Tokenization divides and/or splits any comment into multiple tokens or words based on whitespace character or any delimiter. The tokens may be number, article, preposition, modifier, punctuation, or any word of different types (nouns, verbs, adjectives, adverb, …etc.).

Table 1: Examples of Some Arabic Stopwords

<table>
<thead>
<tr>
<th>Arabic Word</th>
<th>English Translation</th>
</tr>
</thead>
<tbody>
<tr>
<td>هذالى</td>
<td>of these</td>
</tr>
<tr>
<td>هكلما</td>
<td>of that</td>
</tr>
<tr>
<td>هنكلما</td>
<td>of those</td>
</tr>
<tr>
<td>لا</td>
<td>not</td>
</tr>
<tr>
<td>لكما</td>
<td>of you</td>
</tr>
<tr>
<td>لكنش</td>
<td>of them</td>
</tr>
<tr>
<td>لست</td>
<td>not</td>
</tr>
<tr>
<td>سكما</td>
<td>of it</td>
</tr>
<tr>
<td>سكنا</td>
<td>of us</td>
</tr>
<tr>
<td>سياهم</td>
<td>of their</td>
</tr>
</tbody>
</table>

2.2.2 Rejection of Stopwords

Stopwords are those words that are not important in calculating a term weighting. The stopwords are rejected or removed as they do not have any effect on identifying the sentiment classification. The stopwords are sometimes called noise words and they may be prepositions, pronouns, modifiers, specifying tools, and other tools. The stopwords mentioned in Table 1 are a part of stopwords exist in the Arabic Language (MSA and Colloquial). The original list of Arabic stopwords contains about 607 stopwords.

2.2.3 Normalization

Normalization is important for a good accurate sentiment analysis model. Normalization is concerned with removing a set of letters. This includes removing punctuations, weak vowels, removing elongations (or repeated characters), and removing non-letters like numbers. Normalization also is concerned with replacing some letters by others. Letters like (alef madda ١), (alef Hamza ١), and (alef kasra ١) can be replaced with (alef ٠). The same thing also can take place by replacing final (taa marbuta ١) by (haa marbuta ٠) and so on. [14], [13], [2].

2.2.4 The Arabic Light Stemming

Light stemming is simple and proves to be effective in a lot of computational linguistic applications. A light stemmer is adopted to suit the task of sentiment analysis. The light stemmer removes both the Arabic prefixes and the Arabic Affixes.[14], [13], [2]. Table 2 shows examples of some Arabic prefixes, suffixes, and affixes.

Table 2: Examples of Some Arabic Prefixes, Suffixes, and Affixes

<table>
<thead>
<tr>
<th>Prefix</th>
<th>Prefix</th>
<th>Suffix</th>
<th>Suffix</th>
<th>Affix</th>
<th>Affix</th>
</tr>
</thead>
<tbody>
<tr>
<td>اف</td>
<td>اف</td>
<td>ل</td>
<td>ل</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ساط</td>
<td>ساط</td>
<td>ت</td>
<td>ت</td>
<td></td>
<td></td>
</tr>
<tr>
<td>اشت</td>
<td>اشت</td>
<td>ك</td>
<td>ك</td>
<td></td>
<td></td>
</tr>
<tr>
<td>عو</td>
<td>عو</td>
<td>م</td>
<td>م</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2.3. Scoring and Sentiment Calculation

This step involves several important themes for the adopted sentiment analysis approach. This includes negation checking and handling, intensifier checking, emotion identification, and calculation of sentiment polarities. Such themes are analyzed and discussed as in the following subsections.

2.3.1 An Adopted Method for Negation Handling

Negation plays an important role in computing the sentiment scoring. The common methods for negation management can take place by using a lexicon. That lexicon contains a set of words; each has a corresponding sentiment value. The Arabic sentiment like those ones written in other natural languages (e.g. English, French, Italian …) may contain some negation terms. The negation terms can change the sentiment value of the sentence. For example, the sentence "الرجل كريم" has different polarities. The first sentence has a positive sentiment while the second one reverses the polarity of the opinion word "كريم" from positive to negative. Adopting the lexicon approach needs to create a list containing the negation terms. Each word in a sentence is checked against that negation list Neg. i.e

Neg = \{set of negation words\}
If a word is found in the negation list, the polarity of the neighboring opinion word is computed by multiplying the score of opinion word by -1 as in Equation (1).

\[
P_{\text{score-neg}}(w_x) = \{ \text{polscore}(w_x) \times (-1), \text{if } (w_{x-1}) \in \text{Neg} \} \quad (1)
\]

Where \(w_x\) denotes the neighboring opinion word and \(w_{x-1}\) is the preceding word of an opinion word which belongs to the negation list Neg. Some researches recommended the idea of the reversing the polarity of the lexicon word for handling the negation as mentioned above. Other researches on the other hand adopted a different approach to calculate the sentiment value of the negation word by using a negation function. [12] adopted a negation function as shown in Equation (2).

\[
F_S(S) = \begin{cases} 
\max \left\{ \frac{s+100}{2}, 10 \right\} & \text{if } S < 0 \\
\min \left\{ \frac{s-100}{2}, -10 \right\} & \text{if } S > 0 
\end{cases}
\]

The sentence becomes 10. [12] attempted to design a sentiment combining function that provides the absolute sentiment of the comment as normalized value from the range of -100 to 100. The normalized formula combines the average sentiment of the sentence and the number of words to calculate the average. The difference between the overall positive and overall negative sentiments depends on the number of positive and negative words in the comment. The authors determined the following normalization formula as shown in equation (3).

\[
F_P = \min \left\{ \frac{A_P}{2 - \log(3.5 \times W_P + I_P)}, 100 \right\}
\]
\[
F_N = \max \left\{ \frac{A_N}{2 - \log(3.5 \times W_N + I_N)}, -100 \right\}
\]

Where \(I_P\) and \(I_N\) are the member of intinsifiers that refer respectively to positive and negative words in a sentence. For more details, the reader can refer to [12], [8].

### 2.3.2 Checking of Intensifiers

A comment may include a word(s) called intensifier(s). Intensifiers exit in English, Arabic and other natural languages. Intensifiers can increase or decrease the intensity of a sentiment. In English, for example, words like ‘very’, ‘quite’, and ‘most’ can change the sentiment of the neighboring non-neutral terms. In Arabic, words like ‘كثيراً’, ‘قليلاً’, ‘فيراً’, ‘قليل’, ‘قيقا’، ‘جداء’، ‘تنهك’، ‘يئد’ can also change the sentiment of the neighboring non-neutral Arabic words. Intensifiers can be of two types: amplifiers and downtoners where they can increase or decrease the intensity of sentiment respectively. Some researchers assign different values of sentiment according to the degree of amplification or downtoners. In our case and for simplicity, amplifiers and downtoners can increase and decrease the sentiment value by 50% and -50% respectively regardless the degree of weakness or strong of any intensifier item. A set of Arabic intensifier words were selected focusing on the most frequently applied ones. Intensifier items include but not limited to: [12], [8].

### 2.3.3 Identification of Emotions

Emotions play an important role in calculating the sentiment score. Emotions are used in social media chatting. Emotion is a symbol representing the states of mind mood or feeling. Emotions are considered effective messages domain independent and language independent as well. As emotions are used on a large scale when writing comments, it is important to detect emotions in the user’s comments. Some researchers collected different symbols of emotions and put them in a dictionary or positive and negative lists. This will facilitate detecting the emotion symbols in a dataset. Examples of some collected emotion symbols are illustrated in Table 3. It is easy to say that emotions may be positive or negative. Any emotion can be labeled as positive if it is found in the positive list \(E_p\). An Emotion is labeled as negative if it is found in the negative list \(E_n\). The positive and negative lists can be written as follows:

\[
E_p = \{ \text{list of positive emotions} \}.
\]
\[
E_n = \{ \text{list of negative emotions} \}.
\]

The sentiment score and/or polarity is computed as shown in (6):

\[
P_{\text{polscore}}(e) = \begin{cases} 
-1 & \text{if } e \in E_n \\
1 & \text{if } e \in E_p \\
0 & \text{if } e \notin E_p \cap e \notin E_n \\
0 & \text{if } e \in E_p \cap e \notin E_n 
\end{cases}
\]

### Table 3: Examples of Some Positive and Negatives Emotions
3. THE PROPOSED APPROACH FOR HANDLING ARABIC NEGATION WORDS

As mentioned before, negation is an important theme as it changes the meaning if it is used within a sentence. Negation words are those words which affect the sentiment orientation of other words in sentence. Negation can invert the polarity of opinionated words. Negation words are not easy as they are difficult to identify which part of a sentence is changed. Negation may occur more than one time in a sentence and a sentiment can cancel each other. In some natural languages (like English for example), there are three classes of negations mainly: syntactic negations, diminished negations, and morphological negations. The syntactic negations include those words like no, not, wasn’t, didn’t, haven’t, none, cannot,…etc. Diminished negations are those words that change the intensity of words like less, little, hardly, etc. The morphological negations are the affixation such as de-, dis-, in-, mis-, im-, less-, … etc. In this work only syntactic negations are handled for Arabic comments. There are no morphological negations in Arabic sentences. Examples of Arabic negation words are مان, which are formal negations. The informal Arabic contains some informal negation words. Such negation words differ from a society to another. E.g the word "مك" is a common negation word in the Egyptian society. A negation word like "م" is a common negation word in the gulf societies. To find out the scope of the negation, all the words in any sentence should be identified. Negations can be analyzed using several aspects; examples of such aspects include but not limited to the part of speech and dependency tree. Combining both the part of speech and dependency tree are important in polarity calculation. The polarity of a sentence is also based on the meaning of its words. The dependency tree indicates how negation is interacting with other words in the sentence. To calculate any sentence polarity it is necessary to consider all the sentence constructs. The constructs may be noun, verb, objective, pronoun, etc. [26]. Polarity calculator gets the values of all noun phrases and also the verbs and adverbs of the verb phrase. The values of such items are reversed in case of negation. Polarity calculation can be done by considering the following examples; as shown in Figure 2; supported by their dependency trees respectively.

Example 1: Verbal Sentence
"نجح الطالب في الاختبار"

VS: VP NP
VP: -V
NP: -N PP
PP: - Prep N

Example 2: Negated Verb
"لا يكتب المؤمن في حدثه"

VS: VS NP
VP: -Neg V
NP: -N PP
PP: -Prep N

Example 3: Noun Sentence
"الرجل غير كريم في تصرفه"

NS: - NP NP comp
NP: - Neg NP
NP: - N PP
PP: - Prep N

Example 4: Negated Noun Sentence
"المناقشة ليس صادقًا ولا أمين"

NS: - NP NP comp
NP: - N
NP: - N
Comp: - tool NP
4. IMPLEMENTATION WORK

To evaluate the performance of the adopted sentiment analysis model, it should be operated and tested. The model was implemented using Python and some natural language utilities that were used for some preprocessing operations such as tokenization, normalization, stopwords’ rejection, and stemming. The model was run on a laptop with 4-GB memory size and 2.50 GHZ processing speed. The model also was run and tested using three test-beds or datasets as mentioned before. A brief descriptive statistic of the adopted datasets is mentioned as shown in Table IV.

Table 4: Descriptive Statistics of the Adopted Datasets

<table>
<thead>
<tr>
<th>Statistical Items</th>
<th>Arabic Style</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSA</td>
</tr>
<tr>
<td>Number of comments</td>
<td>340</td>
</tr>
</tbody>
</table>

Some measurable criteria are used to evaluate the performance of the sentiment model. The evaluation criteria are: precision, recall, accuracy and error-rate and they are defined as follows:

\[
\text{Accuracy} = \frac{T_p + T_n}{T_p + F_p + T_n + T_p} \tag{7}
\]

\[
\text{Error - rate} = \frac{F_p + F_n}{T_p + F_p + T_n + T_p} \tag{8}
\]

\[
\text{Precision} = \frac{T_p}{T_p + F_p} \tag{9}
\]

\[
\text{Recall} = \frac{T_p}{T_p + F_n} \tag{10}
\]

Where \(T_p\) is the number of true positive reviews correctly classified, \(T_n\) is the number of true negative reviews correctly classified, \(F_p\) is the number of false positive reviews incorrectly classified as positive, \(F_n\) is the number of false negative reviews incorrectly classified as negative [8]. Moreover, some experiments were done and implemented. In each experiment, the above mentioned measurable criteria were calculated. The first group of experiments was done to evaluate the effect of using the general stemming and the light stemming. The second group of experiments was focused to measure the difference in performance using that adopted negation method and the proposed one. The third group of experiments was run to check the effect of using the important themes such as negations, intensifiers, and emotions. Such themes were conducted individually and compared with the original sentiment model (i.e without negation, intensifier, and emotions). The next experiments studied the effect of two-pairs of such themes with the original model. The effect of using negations and intensifiers, negations and emotions, intensifiers and emotions are also evaluated. The last experiments were run to see the effect of using all themes together with respect to the original one. It is important to mention that the effect of using
negations, intensifiers, and emotions were developed and run using the light stemmer due to its better performance compared to the general stemmer. Figures 3-9 show the obtained results of the experiments (precision, recall, accuracy, and error) using the chosen datasets. Figure 3 shows the performance of the sentiment model using the general and light stemmers. Figures 4-6 show the behavior of the sentiment model with and without emotions, negations, and intensifiers respectively. Figures 7-9 on the other hand present respectively the model performance using negations (N), intensifiers (I), and emotions (E) in an individual form and combined form as well.

Moreover, the accuracy values of the predicted positive comments (as shown in Figure 10) were: 98.2%, 91.8%, and 85.8% for the Arabic style: MSA, mixed, and informal (colloquial), while the accuracy values for the predicted negative comments were respectively 93.2%, 92.6%, and 70.1% for the different Arabic styles.

5. DISCUSSION OF RESULTS

From the experimental work, it was noticed that: the sentiment model behaves better using the light stemmer than the using the general one. This is clean from the obtained results for the measuring criteria: accuracy, precision, recall, and error-rate. The behavior of the sentiment model was improved when adopting the emotions in the users' comments. i.e the emotions' effect improved the performance up to 11.2%, 13.4%, 12.1% and 8.3% compared with that behavior without emotions, for precision, recall, accuracy, and error-rate respectively. By considering the Arabic negation words in the comments, the model performance was improved by 16.1%, 14.2%, 15.1%, and 10.2% respectively for precision, recall, accuracy, and error-rate. The Arabic intensifiers also have a significant effect on sentiment analysis model. The performance was improved by about 9.1%, 11.2%, 10.2% and 7.3% respectively for precision, recall, accuracy, and error-rate. Moreover, the group of experiments was done to study the effect of adopting negation-intensifiers, negation-emotions, emotions-intensifiers on the users' comments. Using both the Arabic words (negations and emotions), the performance was improved by about 27.3%, 26.2%, 28.1%, and 18.4% respectively for precision, recall, accuracy, and error-rate. The model performance; on the other hand; was improved by about 24.2%, 22.6%, 25.2%, and 16.1% respectively for precision, recall, accuracy, and error-rate when the model considered both the negations and intensifiers words. It is also important to mention that the emotions and intensifies have a significant effect on the model performance. The model behavior was improved by 21.9%, 23.1%, 23.1%, and 14.1% for precision, recall, accuracy, and error-rate. The performance was also improved by about 20.2%, 18.8%, and 8.2% respectively for precision, recall, and error when adopting all themes compared to that performance without using any of them (i.e negations, intensifiers, and emotions). Moreover, the accuracy values of the predicted positive comments were 98.2%, 91.8%, and 85.8% while those values for predicting the negative comments were 93.2%, 92.6%, and 70.1% respectively for the comments written in MSA, Mixed Arabic, and informal Arabic.

6. CONCLUDING REMARKS

The web technology plays an important role in our life. The web contains a huge amount of information concerning the people's sentiment and opinions. This research work discussed a sentiment analysis model to analyze the people's opinions and emotions towards some comments collected from the Facebook. The collected comments were written in Arabic as the Arabic language in both challenges and intensity. The work analyzed the impact of preprocessing operations like noise rejection, stemming, and normalizations in the user's comments. The study also investigated some key themes that have a significant effect on the polarity of the sentence either positively or negatively. The adopted themes are: negation words, emotions, and intensifiers words. Several experiments were presented to see the effect of such themes either individually or combined. The performance of the sentiment analysis model was improved when adopting such themes. The best performance for the sentiment analysis model was achieved when using, negations, and intensifiers. Following this, the performance was also improved when using negations-emotions, then negations-intensifiers, then emotions-intensifiers respectively. Moreover, the accuracy values of the predicted positive comments were 98.2%, 91.8%, and 85.8% while the accuracy values for the predicted negative comments were 93.2%, 92.6%, and 70.1% when using comments written in MSA, Mixed Arabic, and informal Arabic (colloquial) respectively. Finally, the types of Arabic style used in the comments are
also significant. The best performance was for those comments written in MSA while the worst one for those adopting the informal Arabic style.
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