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ABSTRACT 
 

Statistical process control (SPC) is one of the powerful statistical methods that continuously improves the 
manufacturing process. The advantage of using the method in network anomaly detection is the technique 
does not need the knowledge of an information from the previous intrusions. The Hotelling's T2 is the 
mostly used control chart for network intrusion detection. However, Hotelling's T2 chart, which uses the 
conventional mean and covariance matrix, is sensitive to the outlier presence. Therefore, the conventional 
method is not effective to be implemented in Intrusion Detection System. To overcome this problem, 
Successive Difference Covariance Matrix (SDCM), which is one of the robust covariance matrix 
estimators, can be implemented in estimating the covariance matrix. Meanwhile, the James-Stein estimator 
can be adopted in estimating the mean vector of the Hotelling’s T2 control chart. The utilization of the 
bootstrap resampling method is intended to obtain the more accurate control limit of the proposed chart. 
The combination of these estimators with the bootstrap resampling approach demonstrates the better 
performance when it is used to monitor the anomaly in the network than the other control limit approaches 
in training and testing dataset. In addition, the IDS based on the proposed chart has better performance than 
the other existing charts based on its hit rate and FN rate criteria. The proposed method also outperforms 
some classifier methods.    
 
Keywords: T2 control chart, james-stein, successive difference covariance matrix, bootstrap, network 

anomaly detection 
 

1.  INTRODUCTION  

The most popular tool used in SPC is 
control charts. Based on the quality characteristics 
type used, control charts are categorized into two 
which are attribute and variable control chart. While 
based on the number of quality characteristics 
monitored, control charts are differentiated into 
univariate and multivariate control chart. Univariate 
control chart is a control chart only considering one 

characteristic such as X  chart [1], Exponentially 
Weighted Moving Average (EWMA) chart [2] and 
Cumulative Sum (CUSUM) chart [3]. In addition, 
some control charts such as p chart [4,5], np chart 
[6], and multinomial chart [7,8] are developed to 
monitor the attribute process. On the other hand, 
multivariate control chart is a control chart used to 
control production process with several correlated or 
uncorrelated characteristics, and it can shortly detect 
the changes that occur in a manufacturing process 
[9]. The recent development for multivariate control 

chart includes Hotelling’s T2 control chart [10–13], 
MCUSUM control chart [14–16], and MEWMA 
control chart [17–19].  

Not only can be practiced in industrial 
field, the SPC approach can also be adopted in 
network intrusion detection. The intrusion detection 
is one of the techniques which can be used in the 
security mechanism to monitor the events which are 
taking place in a computer system or network and 
analyze the monitoring results to find the signs of 
anomalies [20]. Furthermore, the intrusion detection 
system (IDS) has become the important piece in 
computer network architecture.  

The benefit of using the SPC method in 
observing the anomalies in network is this 
procedures does not require the knowledge of an 
information from the preceding attacks. The SPC 
method can also be used as a powerful procedure 
which can confirm the system security and stability 
in network monitoring and intrusion detection 
process [22]This advantage makes the  SPC based 
IDS can be performed well in online detection 
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process [21]. There are many studies on SPC that 
have been implemented in IDS  for both univariate 
and multivariate processes [23]. 

As for multivariate case, Markov Chain, 
Hotelling’s T2 chart and chi-square multivariate test 
are used in intrusion detection process [24]. To 
detect both counter-relations and anomalies in 
mean-shift, Ye et al. [25] suggested the method 
based on the Hotelling's T2 control chart to detect 
the occurrences of intrusion in network. Qu et al. 
[26] has adopted the Hotelling's T2 to invent the IDS 
for online monitoring system and network which 
called Multivariate Analysis for Network Attack 
(MANA) detection algorithm. The control limits of 
the system will be updated at certain interval to 
maintain the behavior changes in the network. The 
Chi-Square Distance Monitoring (CSDM) method 
has been developed by Ye et al. [27] to monitor 
uncorrelated, highly correlated, auto-correlated, 
normally distributed, and non-normally distributed 
of data. Zhang et al. [28] proposed the new method 
to detect the anomalies in computer networks by 
utilizing the Support Vector Clustering (SVC) in 
control chart. The Covariance Matrix Sign (CMS) 
was performed by Tavallaee et al. [29] to detect 
Denial of Service (DoS) type of attacks. The high 
accuracy of Hotelling's T2 for all types of attack 
classes was discovered after comparing the 
performance of the control chart with Support 
Vector Machine (SVM) and Triangle Area based 
Nearest Neighbors (TANN) methods [30]. 

According to the previous studies in this 
field, it can be known that the Hotelling's T2 chart is 
the most commonly used control chart for intrusion 
detection. The Hotelling's T2 which employs the 
conventional mean and covariance matrix is 
sensitive to outlier. Therefore, the conventional 
method is not effective to use for multiple outliers 
case due to masking effect [10]. The masking effect 
in monitoring process happens due to the actual 
outlier which cannot be detected by the control 
chart. To overcome the problem arise, some robust 
methods must be proposed to reduce the negative 
effect of multiple outliers by changing the existing 
estimators with the more robust estimators. 

The modifications in the mean vector 
estimator are essential to produce the better IDS. 
The shrinkage estimators which have lower mean 
squared errors than the conventional estimators can 
be applied in this case [31,32]. The James-Stein 
estimator [33], which is the improved estimator of 
mean vector, can be employed to get the better 
outcome in estimating the mean vector of the 
Hotelling’s T2 control chart. Wang et al. realized 
that the performance of the multivariate control 

chart with the James-Stein estimator outperforms 
the existing control charts [34]. 

 
Not only modify the mean vector, 

estimating the covariance matrix in phase I of the 
monitoring process become the principal feature in 
initiating the Hotelling’s T2 control chart. The 
Hotelling's T2 control chart for individual 
observations had been discussed by several 
researchers such as Tracy et al. [19] and Lowry and 
Montgomery [20]. Chou et al. [37] inspected the 
power comparison of T2 control chart based on 
different types of covariance matrix estimator in 
phase I monitoring process under multivariate 
normal distribution assumption. The necessary and 
sufficient requirement under those underlying 
multivariate normal distribution was inspected by 
Cambanis et al. [38]. The problem appears when the 
sample covariance matrix from the data is computed 
from the individual observation. The poor 
performance in detecting shift in the mean vector 
occurred if control chart is constructed using the 
conventional covariance matrix [39]. Moreover, the 
performance of Hotelling’s T2 control chart in 
detecting shift of mean vector will be increased if 
robust covariance matrix estimator is applied [40].  

Successive Difference Covariance Matrix 
(SDCM) is one of the robust covariance matrix 
estimators. Hotelling’s T2 control chart based on 
SDCM is effective in detecting shift of the mean 
vector [39,41]. Moreover, SDCM can also be 
utilized for auto-correlated process such as T2 
control chart based on SDCM for multivariate 
process using residuals of Vector Autoregressive 
(VAR) model [42]. Many researchers has been 
proved the effectiveness of Hotelling’s T2 control 
chart based on SDCM. However, the exact 
distribution of the control chart has not been 
determined. Sullivan and Woodall [23] and 
Williams et al. [24] suggested the approximate 
distribution for SDCM based Hotelling’s T2 control 
chart.  

The distribution of network traffic data 
does not always follow multivariate normal 
distribution [43]. This is caused by the attacks that 
occur on a network produce extreme values [44]. 
When the assumption does not hold, the 
conventional control limit may be inaccurate 
because a control limit determined this way can 
increase the rate of false alarms [45]. Some 
literatures have been upgraded the Hotelling’s T2 
chart control limit performance by using 
nonparametric approaches in order to overcome the 
limited knowledge of Hotelling’s T2 distribution. 
Those studies have been conducted to improve the 
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control limit of Hotelling’s T2 using Kernel Density 
Estimation (KDE) approach [37,46,47]. Using the 
same approach, Ahsan et al. implemented the 
concept of KDE into the Hotelling’s T2 based on 
SDCM to monitor the anomalies in the network 
[48]. Although can be used to approximate the exact 
control limit for unknown distribution data, the 
KDE approach is not effective while applied to a 
very skewed distribution of data. To overcome the 

problems, bootstrap, which is one of the 
nonparametric techniques that widely used to 
estimate the parameter without any distribution 
assumption, can be adopted [49,50]. The bootstrap 
resampling technique can be performed to obtain the 
control limits of the control chart which its statistic 
does not follow any distribution pattern. 
Phaladiganon et al. [46] developed Hotelling’s T2 
control limit based on bootstrap technique and 
proved that bootstrap approach will be more 
effective in estimating the control limits when the 
monitoring statistics are skewed [47]. In addition, 
the multivariate Hotelling’s T2

 based on SDCM has 
good performance to monitor the anomalies in 
network when the bootstrap resampling method is 
applied [51]. 

Based on the aforementioned reasons, this 
study proposes Hotelling’s T2 control chart based on 
Hybrid James-Stein and SDCM using bootstrap 
resampling approach. The Improved James-Stein 
estimator is used to estimate the mean vector. On 
the other hand, the SDCM is utilized to calculate the 
robust covariance matrix. The utilization of 
bootstrap resampling method is supposed to convey 
the more accurate control limit of Hotelling’s T2 
based on James-Stein and SDCM. The performance 
of proposed method is compared with the other 
control limits and various control chart approaches. 
In addition, the performance of T2 based on SDCM 
using bootstrap approach is compared with the other 
classification methods.   

This paper is organized as follows. Section 
2 describes T2 control chart based on James-Stein 
and SDCM, while the control limit of Hotelling’s T2 
control chart using bootstrap resampling method is 
explained in Section 3. Section 4 presents the 
dataset and methodology that used in this research.  
Moreover, the evaluation performance of IDS is 
displayed in Section 5. The performance 
comparisons of the proposed IDS with the other 
control charts and classifier methods are presented 
in section 6. Finally, section 7 summarizes the 
obtained results and presents a future research. 

 

2.  HOTELLING’S T2 CONTROL CHART 
BASED ON JAMES-STEIN AND SDCM 
ESTIMATORS 
2.1 Hotelling’s T2 Control Chart  

In this section, to monitor the mean of a 
process, Hotelling’s T2 which is one of multivariate 
the control charts can be employed [52]. Let 

, 1, 2, ,i i nx  , where n is the number of 

observations, are assumed identic and independently 
random vectors which follow multivariate normal 
distribution with mean vector and covariance 
matrix, ~ ( , ).pNx μ Σ  The mean vector and 

estimated covariance matrix of x can be calculated 

by using 
1

1 n

i
in 

 x x  and 

  '

1

1

1

n

i i
in 




 S x x x x , respectively. Thus, the 

T2 statistic [53] can be calculated as follows: 
 

     ' 12 .i i iT   x x S x x           (1) 

 
When the data are assumed to follow 

multivariate normal distribution, the control limit of 
Hotelling’s T2 can be estimated using the following 
equation: 

 
2 ( , , )

( 1)( 1)
,p n p

p n n
CL F

n np
 

 



        (2) 

where n is the number of observations, p is the 
number of quality characteristics and   is the false 
alarm rate. The process is stated to be in-control 
when T2 statistic in equation (1) is not greater than 
the control limit CL. 

 
2.2 Hotelling’s T2 Control Chart Based On 

SDCM 

SDCM is another possible procedure to 
estimate the covariance matrix that firstly 
introduced by reference [54] and [55]. The statistics 
of  T2 based on SDCM can be computed using the 
following equation: 

    '2 1
, ,D i i D iT   x x S x x          (3) 

where,  

  '

1 1
2

1

1( 1)
.

n

D i i i i
in

 





 S x x x x        (4) 

 
Under in-control condition, the SDCM 

covariance matrix DS  is an unbiased estimator for 

Σ  [39].  



Journal of Theoretical and Applied Information Technology 
31st October 2018. Vol.96. No 20 

 © 2005 – ongoing  JATIT & LLS    

 

ISSN: 1992-8645                                                         www.jatit.org                                                        E-ISSN: 1817-3195  

 
6831 

 

There are several approximations to obtain 
the control limit of T2 based on SDCM. By 
assuming the data follow multivariate normal 
distribution, the control limit can be estimated using 
several method,  such as control limit based on 
Sullivan and Woodall (CLSW) [39],  

2

( 1)
(1 ), ,

2 2

( 1)
,SW p g p

n
CL BETA

n   



          (5) 

control limit based on Mason and Young (CLMY) 
[56],  

2

( 1)
(1 ), ,

2 2

( 1)
,MY p g p

f
CL BETA

f   



          (6) 

 
and control limit based on chi-square distribution 
( 2CL


).   

 2

2
(1 ), ,vCL 

           (7) 

  
where (1 ), ,p gBETA   is [1  ]-th quantile of beta 

distribution with shape parameter p  and g  while 
2
(1 ),v   is [1  ]-th quantile of chi-square 

distribution with v  degree of freedom and let 
2

2( 1)

3 4

n

n
g





. 

 
2.3 Hotelling’s T2 Control Chart Based On 

James-Stein Estimator 

In this study, the James-Stein estimator is 
used to construct better Hotelling’s T2 control 
charts. The basic form of James-Stein estimator is 
formulated as follows: 

   
 0 1

2
1 ,JS

T

p

n 

     
   

x x
x x

v v
v Σ v

  (8) 

where v  is a fixed vector that contains the target 
value which x  will be shrunk. According to 
Lehmann and Casella [32], v  can be picked as any 
p-dimensional vector. Furthermore, the improved 
James-Stein estimator can be calculated as follows: 

   
 

1

2
1 ,JS

T

p

n





     
   

x x
x x

v v
v Σ v

  (9) 

where the notation x  is defined as: 

 
,      if 0

0,  otherwise.

x x
x 

 


  (10) 

This improved James-Stein estimator is 
revealed to have smaller Mean Square Error (MSE) 
than the traditional James-Stein estimator as in (8) 
[34]. Consequently, in this study the improved 

James-Stein estimator as in (9) is adopted to 
develop the Hotelling’s T2 Control Chart Based on 
James-Stein Estimator.  

 
2.4 Hotelling’s T2 Control Chart Based On 

James-Stein And SDCM Estimators 

The Hotelling’s T2 Control Chart Based on 
James-Stein Estimator is constructed by replacing 

the x  in equation (1) with JS
x . The statistics of the 

proposed chart is formulated as follows: 
 
                     '2 1

, ,JS JS
JSD i i D iT   x x S x x   (11) 

 

where JS
x is calculated by changing the covariance 

matrix Σ in equation (9) with SDCM in equation (4) 
as follows: 
 

   
 

1

2
1 .JS

T

D

p

n





     
   

x x
x x

v v
v S v

  (12) 

Since the distribution of the proposed chart 
is still unknown, its control limits are calculated 
using Bootstrap resampling method. 
 
3.  T2 CONTROL LIMIT BASED ON 
BOOTSTRAP RESAMPLING 
 

Bootstrap is one of the resampling methods 
that most widely used to estimate the parameter of 
random variable which has unknown distribution. 
The bootstrap method was firstly introduced by 
[49]. This method is simple to be carried out 
because it requires neither specification of the 
parameters nor a procedure for numerical 
integration as in KDE method [46]. 

Figure 1 defines an overview of the 
bootstrap procedure for estimating  the control limit 

of 2
JSDT  statistic as in [46,47,51]. The 2

JSDT  control 

limit is calculated by resampling 2
,JSD iT  statistic, 

where 1,2, , ,i n   for B times, where B is the 
large number that regularly greater than 1000. Let 

2( ) 2( ) 2( )
,1 ,2 ,, , ,l l l

JSD JSD JSD NT T T  1,2, ,l B   N n  is a 

set of B bootstrap samples that randomly drawn 

from 2 2 2
,1 ,2 ,, , ,JSD JSD JSD nT T T  statistics with 

replacement for l -th replication. For each 
replication of B bootstrap samples, compute the 

[100(1 ) ]-th percentile of 2
JSDT  distribution, 

where   is false alarm rate. Furthermore, the 
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control limit can be calculated by taking mean from 
the value of [100(1 ) ]-th percentile as follows: 

                        2( )
,(100(1 ))

1

1 B
l

boot JSD

l

CL T
B




                 (13) 

 
 

 

Figure 1: Bootstrap Procedure for calculating control 

limit of 2
JSDT statistics 

 
 

4.   METHODOLOGY 
 

In this section, methodology of the 
research will be illustrated. First, the methodology 
of using control chart as IDS is presented. After 
that, the procedures of proposed T2 James-Stein and 
SDCM control chart for IDS is described as well as 
the performance evaluation method. 

 
4.1 Intrusion Detection System (IDS) using 

Control Chart 
There are two main procedures for 

constructing this monitoring system i.e. data 
preparation and control chart construction. Figure 2 
illustrates the algorithms of control chart based 
intrusion detection process. The first procedure of 
this approach is the preparation of data. This 
procedure is the most difficult part in IDS process. 
This procedure is also consuming more time. In data 
preparation, there are two step that must be done 
such as, data sourcing and data acquisition. The data 
sourcing step is process to identify the sources and 
select the target of the data. While, the data 
acquisition refers to transform the target data into 

the input data which can be used in control chart 
method. 

Furthermore, the next procedure is 
construction of control chart. In control chart 
construction, the procedure is classified into two 
steps such as, data pre-processing and create control 
chart.  In this step, the control limits which is 
previously constructed are applied to monitor the 
network process. The final step in this method are 
identifying the source of the intrusion and taking 
corrective actions.  

 
 
 

 
 

Figure 2: Control Chart based Intrusion Detection System 
[23] 

 
 

4.2 IDS based T2 James-Stein and SDCM Control 
Chart 

 
In this section, algorithm of proposed IDS 

based on T2 James-Stein and SDCM control chart is 
described. The algorithm for IDS with T2 based 
SDCM using bootstrap control limit can be divided 
into two phase as follows: 

 
 

Phase I: Building Normal Profile 
1. Form matrix normalX which is the normal 

connection data. 

Objective 

Data Sourcing 

Data Acquisition 

Pre-processing 

Charting Process 

Identification and 
Corrective Action 

Preparation of Data 

SPC Chart Procedures 
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2. Calculate vector 
,
, 1, 2, ...,

normal l
l px  which is 

the average of each column of normal 

connection data normalX . 

3. Calculate the matrix of DNS  as in equation (4)

which is the estimated variance covariance 

matrix of normal connection data normalX . 

4. Calculate vector 
,
, 1, 2, ...,

normal l

JS l px  which is 

the estimated mean vector from James-Stein 

Estimator of normal connection data normalX . 

5. Calculate statistics 2
,JSDN iT as in equation (11)

using normal connection data normalX . 

6. Determine   and calculate the bootstrap control 
limit using bootCL as in equation (13). 

 
Phase II: Detection 
1. Form matrix testX which is the new connection 

data.  

2. Calculate statistics 2
,JSDT iT from new connection 

data testX as follows: 

   '2 1
,

JS JS
JSDT i i normal DN i normalT   x S xx x , 

where JS
normalx and DNS  are taken from normal 

connection data in phase I. 

3. If 2
,JSDT i bootT CL  then the connection is 

intrusion and 2
,JSDT i bootT CL the connection is 

normal. 
 

4.3 NSL-KDD Dataset 
 
NSL-KDD dataset is used in this research. 

This dataset is first proposed by reference [57] as a 
solution for obsolete KDD-99 dataset [58] which 
has been obtainable for more than 15 years. NSL-
KDD dataset consists of 41 variables with 34 
quantitative variables and 7 qualitative variables. 
Similar to Ahsan et al. [48,51], this study only uses 
32 quantitative variables because the value of the 
rest quantitative variables is equal to zero.  

 
4.4 Performance Evaluation  
 

In this study, NSL-KDD data is monitored 
using conventional Hotelling’s T2 based on James-
Stein and SDCM using bootstrap resampling 
method.  Under hypothesis that the proposed chart 
has a better performance, the performance 
comparison between the proposed chart and the 

other approaches is performed. To demonstrate the 
superiority of this proposed control limit over other 
control limits, the performance of the proposed 
control chart will be compared with some existing 
control limits. Those control limits are F 
distribution control limit according to (2), Sullivan 
and Woodall control limit approach based on (4), 
Mason and Young control limit approach according 
to (5), chi-square control limit based on (6). The 
proposed IDS is not only compared with the other 
control limits but also with the other control chart 
methods as in [51] and other classifiers that 
presented in [59].  

 
In addition, the performance of each IDS 

approach is evaluated by confusion matrix as shown 
in Table 1 [51]. The performance of the IDS method 
can be measured by the degree of accuracy and 
degree of error. The accuracy in detecting intrusion 
can be divided into two types such as 
1. True Positives (TP) is number of successful 

attacks that is concluded as an attack. 
2. True Negatives (TN) is number of normal 

activities that are successfully detected as 
normal activity. 

By contrast, the error measurement in 
intrusion detection can also be characterized into 
two kind: 
1. False Positives (FP) is number of normal 

activities that is wrongly detected as an attack. 
2. False Negatives (FN) is number of successful 

attacks that is wrongly detected as normal 
activity.  

 
The FP happened in network causes a false alarm 
causing the system disorder, while FN occured in 
network will permit an attack on the system.  
 

Table 1: Intrusion Detection Confusion Matrix 

 
Prediction 

Intrusion Normal 

Intrusion 
True Positive  

(TP) 
False Negative 

(FN) 

Normal 
False Positive 

(FP) 
True Negative 

(TN) 
 
The level of accuracy used is the hit rate 

that can be calculated as follows: 

Hit Rate
TP TN

TP TN FP FN




  
. 

The FP and FN rate formula is computed as follows: 

Rate
FP

FP
TN FP




. 
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Rate
FN

FN
TP FN




. 

 
5.    RESULT AND DISCUSSION 
 

This section is aimed to provide and 
discuss the performance evaluation of proposed IDS 
compared to the other control limit approaches.  

 
5.1 Result 

 
The performance evaluation of IDS for 

NSL-KDD dataset using Hotelling’s T2 control chart 
based on James-Stein and SDCM is exposed. The 
control limit of Hotelling’s T2 based on James-Stein 
and SDCM is estimated using several approaches 
such as F distribution control limit (JS-SDCMF), 
Sullivan and Woodall approach (JS-SDCMSW), 
Mason and Young approach (JS-SDCMMY), chi-
square control limit (JS-SDCMCH) and bootstrap 
control limit (JS-SDCMBoot) 

Table 2: Performance Of The Proposed IDS with various 
control limit For Training Dataset 

IDS 
Hit 

Rate 
FN FP 

FN 
Rate 

FP 
Rate 

JS-SDCMF 0.90758 6595 5048 0.09793 0.08610 

JS-SDCMSW 0.91748 4034 6361 0.05990 0.10849 

JS-SDCMMY 0.91073 7047 4199 0.10464 0.07162 

JS-SDCMCH 0.91074 7043 4201 0.10458 0.07165 

JS-SDCMBoot 0.91751 4115 6277 0.06111 0.10706 

 

Table 3 : Performance Of The Proposed IDS with various 
control limit For Testing Dataset 

IDS 
Hit 

Rate 
FN FP 

FN 
Rate 

FP 
Rate 

JS-SDCMF 0.81396 893 3301 0.09196 0.25723 

JS-SDCMSW 0.84528 1030 2458 0.10607 0.19154 

JS-SDCMMY 0.85539 1128 2132 0.11616 0.16613 

JS-SDCMCH 0.85526 1127 2136 0.11605 0.16645 

JS-SDCMBoot 0.85535 1127 2134 0.11605 0.16629 

 

The performance of T2 based on James-
Stein and SDCM control chart with various control 
limit approaches for training data is presented in 
Table 2. Hotelling’s T2 control chart based on 
James-Stein and SDCM with bootstrap control limit 
has hit rate 0.91751, FN rate 0.06111, and FP rate 
0.10706. The T2 based on James-Stein and SDCM 
with F distribution, Mason and Young, and Chi-
square control limits have similar performance with 
hit rate about 0.907, FN rate about 0.1, and FP rate 
about 0.07. Moreover, the proposed chart with 
Sullivan and Woodall control limit has hit rate 
0.91748, FN rate 0.05990, and FP rate 0.10849. 

 

 
Figure 3: Hit Rate Comparison for Various Control Limit 

 
 

 
Figure 4: FN and FP Rate Comparison of Training Data 

Table 3 reports the performance of 
Hotelling’s T2 based on James-Stein and SDCM 
control chart with various control limit approaches 
for testing dataset. The T2 based on James-Stein and 
SDCM control chart with F distribution control 
limit has hit rate 0.81396, FN Rate 0.09196, and FP 
Rate 0.25723. Meanwhile, for T2 based on James-
Stein and SDCM control chart with Sullivan and 
Woodall control limit, the hit rate value is 0.84528, 
FN rate is 0.10607, and FP rate is 0.19154. 
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Furthermore, the similarity performance is found for 
T2 based on James-Stein and SDCM control chart 
with Bootstrap, Mason and Young, and Chi-Square 
control limit. The value of hit rate, FN rate, and FP 
rate for those case are about 0.855, 0.116, and 0.166 
respectively. 

 
The hit rate of various control limit 

approaches are then visualized in single graphic in 
order to simplify the performance comparison for 
each control limit. The hit rate comparison of 
various control limit approaches for both training 
and testing dataset are depicted in Figure 3. It can be 
seen that for training dataset, T2 based on James-
Stein and SDCM with the bootstrap control limit 
has the highest hit rate. However, for testing dataset,  
T2 based on James-Stein and SDCM using Bootstrap 
and Mason and Young control limits have similar 
performance. In addition, the hit rate of both T2 
based on James-Stein with F Distribution and 
Sullivan and Woodall control limits are significantly 
lower than that of the other control limits. 

 
Figure 4 displays the FN rate and FP rate 

comparison for various control limit approaches in 
training dataset. The two lowest FN rate is produced 
by T2 based on James-Stein and SDCM with 
Sullivan and Woodall as well as Bootstrap control 
limits. Although these two methods have highest FP 
rate, these methods have great performance based 
on FN rate criteria of training dataset. On the other 
hand, those methods do not have well the 
performance according to FP rate criteria of training 
dataset but superior in FN rate criteria. 

 
The FN rate and FP rate comparison for 

various control limit approaches in testing dataset 
are presented in Figure 5. It can be seen that for 
testing dataset, T2 based on James-Stein and SDCM 
with Bootstrap, Mason and Young, and Chi-Square 
control limit have similar performance for both FN 
rate and FP rate criteria. The T2 based on James-
Stein and SDCM with F Distribution control limit 
has the worst performance with higher FP rate than 
the other approaches. 

 
. 

5.2 Discussion 
 
Based on the performance evaluation of 

conventional T2 based on James-Stein and SDCM 
with various control limit approaches, it could be 
known that the T2 based on James-Stein and SDCM 
with F Distribution control limit has the lowest hit 
rate for training and testing dataset. The proposed 

chart using the Mason and Young as well as Chi-
Square control limits have same performance for 
training and testing dataset. For training dataset, the 
T2 based on James-Stein and SDCM with Bootstrap 
and Sullivan and Woodall control limits have the 
highest performance in term of hit rate. The 
misdetection happens due to high value of FP rate 
produced by both charts. The high value of FP rate 
from training dataset happens due to the 
oversensitivity of control limit to detect an attack 
while attack is not actually happened in network. 
However, those approaches are superior due to the 
low value of FN rate. Consequently, IDS by those 
approaches would detect an attack while attack is 
actually happened in network but would produce 
high false alarm. 

 

Figure 5: FN and FP Rate Comparison of Testing 
Dataset 

For testing dataset, the highest hit rate 
produced by Mason and Young, Chi-Square, and 
Bootstrap control limits. Similar to the training 
dataset, the misdetection happens due to the high 
value of FP rate. These findings indicate that the 
IDS constructed by using T2 based on James-Stein 
and SDCM will produce more false alarm. 
However, this proposed method will not let the 
attack occurs on the network without any warning 
that is shown by low level of FN rate. Thus, by 
considering the performance from training and 
testing dataset, IDS constructed by the proposed 
chart with bootstrap is superior to detect the attacks 
in network than the other approaches. 

 
 

6.    COMPARISON PERFORMANCE WITH 
OTHER METHODS 

 
In the previous section, it is known that T2 

based on James-Stein and SDCM with Bootstrap 
control limit has better performance compared to the 
other control limits. In this section, the performance 
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IDS based on the proposed chart is compared with 
the other control chart methods as well as the other 
classifiers.  
 
6.1 Comparison with other control chart methods 
 

The performance of the proposed chart 
using Bootstrap method is compared with the other 
control chart methods such as conventional 
Hotelling’s T2 control chart and  Hotelling’s T2 
control chart based on SDCM in [51] with various 
control limits. Table 4 reports the performance 
comparison of the proposed method and the other 
control charts for training dataset.  The values of hit 
rate from the table are presented in single graphic to 
simplify the interpretation as shown in Figure 6. It 
can be seen that the proposed chart with bootstrap 
control limit has the highest hit rate compared to the 
other approaches. The proposed chart also has the 
better result in term of FP rate and FN rate which is 
depicted in Figure 7. The proposed chart with 
bootstrap control limit has similar value of FP rate 
with lower value of FN rate. Thus, the proposed 
chart with bootstrap control limit has better 
accuracy to detect anomaly in the network than the 
other control charts approach for training dataset. 

Table 4 : Performance Of Various IDS For Training Data 

IDS 
Hit 

Rate 
FN FP 

FN 
Rate 

FP 
Rate 

T2 0.91330 5428 5494 0.0806 0.0937 

SDCMF 0.91338 5417 5495 0.0804 0.0937 

SDCMSW 0.91705 4280 6170 0.0636 0.1052 

SDCMMY 0.91331 5429 5492 0.0806 0.0937 

SDCMCH 0.91332 5427 5492 0.0806 0.0937 

SDCMKDE 0.91710 4124 6319 0.0612 0.1078 

SDCMBoot 0.91706 4238 6210 0.0629 0.1059 

JS-SDCMBoot 0.91751 4115 6277 0.0611 0.1071 

 
Table 5 exhibits the performance 

comparison between the proposed chart and the 
other control chart methods for testing dataset. 
Similar to the previous result the performance of the 
proposed chart with Bootstrap control limit is better 
than the other approaches based on the hit rate 
criteria as shown in Figure 8. Although it has 
similar performance with the T2 control chart based 
on SDCM with KDE and Bootstrap method, the 
proposed chart with bootstrap control limit also 

outperforms the other methods based on the FN rate 
criteria as depicted in Figure 9. 

 
 

 
Figure 6: Hit Rate Comparison of Various 

Control Charts for Training Dataset  

 

 
Figure 7: FN and FP Rate Comparison of 

Various Control Charts for Training Dataset 

 

Table 5 : Performance Of Various IDS For Testing Data 

IDS 
Hit 

Rate 
FN FP 

FN 
Rate 

FP 
Rate 

T2 0.8049 814 3584 0.0838 0.2793 

SDCMF 0.8049 814 3585 0.0838 0.2794 

SDCMSW 0.7911 731 3978 0.0753 0.3100 

SDCMMY 0.8049 814 3584 0.0838 0.2793 

SDCMCH 0.8049 814 3584 0.0838 0.2793 

SDCMKDE 0.8558 1236 2014 0.1273 0.1569 

SDCMBoot 0.8562 1221 2020 0.1257 0.1574 

JS-SDCMBoot 0.8554 1127 2134 0.1160 0.1663 
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Figure 8: Hit Rate Comparison of Various Control Chart 
for Testing Dataset  

 
 

Figure 9: FN and FP Rate Comparison of Various 
Control Chart for Testing Dataset  

 
6.2 Comparison with other classifiers 
 

Several studies have also proposed IDS by 
using some classification methods for NSL KDD 
dataset. Hence, it is important to compare the 
performance of proposed IDS based on T2 James-
Stein and SDCM using bootstrap control limit not 
only with the other control limits and control chart 
methods but also with the other classifiers. In this 
section, the performance of proposed chart is 
compared with the other classifiers.  

The proposed Hotelling’s T2 chart based on 
James-Stein and SDCM with bootstrap control limit 
is then compared with the other classification 
methods such as Random Forest Classification 
(RFC), Logistic Regression (LR), Gaussian Naive 
Bayes (GNB), and Support Vector Machine (SVM) 
methods as explored in Belavagi and Muniyal [59].  

Figure 6 depicts the hit rate comparison 
between the proposed IDS using T2 based on James-
Stein and SDCM with bootstrap control limit and 
the other classification methods.  It can be seen that 

the hit rate of proposed IDS based on James-Stein 
and SDCM with bootstrap approach is 0.9171. The 
hit rate for Logistic Regression (LR) method is 
0.840 and the Gaussian Naïve Bayes (GNB) method 
has hit rate of 0.79. Meanwhile, the Support Vector 
Machine (SVM) and Random Forest Classification 
(RFC) have hit rate of 0.750 and 0.990, 
respectively.  

 

 

Figure 10: Hit Rate Comparison of Proposed IDS with 
the other classification methods in Belavagi and Muniyal 

[59] 

 
The hit rate of proposed T2 based on James- 

Stein and SDCM with bootstrap resampling method 
is higher than that of the other classification 
methods, except for Random Forest Classification 
(RFC).  This fact reveals that the proposed T2 based 
on James-Stein and SDCM with bootstrap is more 
effective to be used as IDS than the other 
classification methods inspected by Belavagi and 
Muniyal except for the Random Forest 
Classification (RFC). 
 
7.    CONCLUSION 
 

In this paper, the multivariate Hotelling’s 
T2 control chart is improved by James-Stein and 
SDCM estimators while its control limit is 
calculated using bootstrap resampling method 
before it is applied into IDS. The performance of 
proposed IDS is evaluated and compared with the 
other control limits by hit rate, FN rate, and FP rate 
criteria.  Furthermore, the performance of proposed 
IDS is also compared with some existing control 
charts and classifiers. 

The performance evaluation by confusion 
matrix reveals that the proposed IDS using T2 based 
on James-Stein and SDCM with bootstrap control 
limit surpasses the other control limit approaches in 
training and testing dataset. Its performance also 
better than the other existing control chart methods 
applied to the same dataset. In addition, the 
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proposed T2 based on James-Stein and SDCM with 
bootstrap control limit outperforms the other 
existing classification methods except for random 
forest classification.  

Thus, the proposed method is effective to 
be utilized in IDS based on its ability to detect 
anomaly in the network confirmed by the high value 
of hit rate and low value of FN rate. The multiclass 
detection for each type of attack with incremental 
algorithm with KDE and mixed chart [60] based 
IDS can be considered as a future research.  
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