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ABSTRACT 
 

In this paper, we propose a data propagation method inspired by epidemic theory with aims of delay 
reduction and energy saving in Wireless Sensor Networks (WSNs). Also, we propose a control method for 
conveying operator intent to the WSNs. The proposed method controls the state of a sensor node depending 
on the delay requirements of a specific application and allows users to interact with the WSNs to convey 
desired parameter values for the operations. We analyze the proposed method based on control theory and 
show the convergence and stability of the WSN system. Simulation results indicate that the proposed 
method achieves reliable data propagation and user intent delivery while saving energy consumption in the 
WSN system.  
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1. INTRODUCTION  
 

Wireless sensor networks (WSNs) connect 
devices that can sense and monitor physical 
phenomena for a wide variety of applications, such as 
environmental monitoring, target tracking, pervasive 
security, health monitoring, disaster management and 
recovery. Recently, delay-sensitive applications, such 
as, emergency and rescue applications, require 
application-specific functionalities and performance 
guarantees. Also, large scale WSNs demand a high 
level of decentralized optimization that achieves 
global performance based on each node’s knowledge 
of its local state and local interactions with its 
neighbors.  

The WSN systems usually need to survive for 
a long time. Therefore, low duty cycle has been a 
critical challenge to reduce the energy consumed by 
unnecessary idle listening [1]-[2]. However, delay-
sensitive applications such as emergency and rescue 
applications, require their own specific functionalities 
for reliable data delivery. For these applications, it is 
important to design efficient algorithms with the aim 
of performance guarantee for the WSNs. Also, in 
order to change parameters of a WSN control 
algorithm, user needs to interact with the WSN. 
Biologically inspired modeling techniques have 
received considerable attention as a new way for the 
realization of WSNs that are robust, scalable and 

adaptable, yet retain their individual simplicity in 
computer networks [3]-[7]. Recently, many 
researchers have been engaged in developing 
biologically-inspired design paradigms WSNs while 
guaranteeing system robustness with individual 
simplicity [8]-[10], such as immune system [11], 
insect colonies [12], activator-inhibitor systems [13], 
cellular signaling systems [14], and pheromone 
termite model and ant colony systems [15]. In 
specific, epidemic-based methods have been 
proposed for use in data dissemination, routing, and 
broadcasting protocols [16]. These biologically 
inspired methods address the scalability for the 
WSNs through distributed operation, but do not 
guarantee that a particular global goal is achieved. In 
this paper, we propose a method of node state control 
depending on the delay requirements of a specific 
application and present an interaction method to 
convey desired parameter values for the operations.      

  

2. RELATED WORKS  
 

Epidemic-based communications provide an 
effective means of transferring data in WSNs, in 
which the infection transmission process corresponds 
to the message passing among sensors. The analogy 
between information dissemination in WSNs and 
transmission of epidemics in communities is evident: 
a sensor node can be referred to as infected when it 
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receives a piece of information and stores it, and can 
otherwise be considered susceptible. An epidemic is 
regarded as a chain reaction in transmission of an 
infection. 

Epidemic theory is the study of the dynamics 
on how contagious disease spread in a population, 
resulting in epidemic. The theory models the 
propagation process of an infection. Two of the 
simplest models describing such propagation process 
are the SIR (Susceptible Infected Recovered) and the 
SIS (Susceptible Infected Susceptible) model. In the 
SIR, a susceptible individual acquires infection and 
after a duration of time called infection period, the 
individual recovers and becomes immune to further 
infections. In the SIS, the individual becomes 
susceptible again after being recovered. In the 
general SIR model, the dynamics of the infectives 
(I(t)), susceptibles (S(t)), and recovered individuals 
(Z(t)) in the total population N(t) can be described by 
differential equations as follows : 

 

where β and γ denote the infection rate and the 
removal rate of infected individuals, respectively. 
The SIR model states that the decaying rate of 
susceptible and the growth rate of infectives are 
calculated by the infectivity β, the number of 
susceptibles S(t), and the number of infectives I(t). 
The total number of nodes is conserved over the 
interval of time taken into consideration. For the SIS 
model, it does not have the recovered Z(t) and those 
who are infected fall back into the susceptible.  

In epidemiology, network topologies are 
used to study the spread of disease infections through 
a population, with nodes representing people and 
edges representing social contact. The network 
system is identical to the epidemic SIS model, in 
which an individual can be in only two state 
(susceptible or infected), and the change of state is a 
result of interaction between the individuals. The 
existing epidemic inspired networking protocols have 
focused on a modification of the SIS model, which is 
more realistically close to the behavior of WSNs. 

       One of the prominent works of data 
dissemination modeled by epidemic theoretical 
concepts is SPIN [17]. These researchers focused on 
the efficient dissemination of individual sensor 

observations to all the sensors and proposed data 
descriptors to eliminate the chance of redundant 
transmission in WSNs. Other authors proposed a 
TDMA based data dissemination protocol for WSN 
to offer a degree of reliability [18]. The Firecracker 
protocol [19] used a combination of routing and 
broadcast principles to rapidly disseminate data 
throughout WSNs. Trickle [20] was proposed for 
propagating and maintaining code updates as fast as 
possible to all nodes in the network. The key 
contribution of this protocol was `its polite gossip' 
that used suppression and dynamic adjustment of the 
broadcast rate to limit transmissions among 
neighboring nodes. It only provided a mechanism by 
which a node might decide when to propagate the 
code. Deluge [21] added a feature that supports 
transfer of large data objects based on Trickle 
principles. Still other authors proposed a gossip-
based approach where each node decides to forward a 
message to another node based on some probability 
[22]. The problem with gossip is that, if a source has 
very few neighbors, then the nodes will not gossip 
and the information dies out. Middleware has been 
proposed [23] to provide controlled epidemic style 
dissemination using information dissemination 
techniques to tune the process according to the 
desired reliability. In another case [24] an MRO 
(multi-rumor overwriting) model was proposed. The 
model described dissemination and interaction of 
periodically sensed data, which were distributed by 
gossiping, without increasing the traffic on the 
network.  

However, these existing algorithms have not 
achieved satisfying a desired level of performance of 
the delay-sensitive application. In order to convey 
user intent to the WSN, a centralized method was 
explored [25]-[26]. More decentralized approaches 
include methods to allow the user to adjust the 
autonomy of a small subset of nodes to influence the 
WSN behavior [27]. However, as the number of 
nodes involved in the task grows large, such 
approaches can become less effective and unstable 
due to a lack of scalability.  

To address these concerns, we design an 
epidemic-inspired data propagation method with 
adaptive information spread for dynamic WSN 
environment. Also, we provide a user control of 
WSNs by conveying user intent or parameter changes 
for their operation. 
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3. EPIDEMIC INSPIRED DATA 
PROPAGATION METHOD 

2.1 Model  
We consider a WSN consisting of N nodes. 

Let N={1,2,...,N} denote the set of sensor nodes in a 
WSN. Each sensor node can be only in one of two 
states; active or sleep. Sensor nodes turn off their 
radios when asleep and turn them on when active to 
exchange information packets. We formulate a 
discrete dynamic model as follows:  

 

 
(1) 

where Ns(n) and Na(n) are the number of nodes in 
sleep state and in active state at time slot n, 
respectively, α is the infectivity rate, β is a control 
parameter, and Nt is the total number of sensor 
nodes. The value of Na,min is the minimum of Na 
needed to ensure a certain level of reliability, and can 
be determined based on the desired delivery ratio.  
 

Eq. (1) states that the number of active nodes 
are calculated with dynamic infectivity α. Existing 
epidemic algorithms have used predefined infectivity 
and have not been used to control infectivity 
according to environmental change. To solve this 
problem, our proposed algorithm controls the value 
of α according to the desired performance of an 
application, and to network condition as well.  

 
We denote d(n) and dr as the maximum 

measured delay among nodes and the delay 
requirement of the application, respectively. The sink 
node measures the maximum delay at every control 
period and notifies the sensor nodes of the measured 
delay by piggybacking on an ACK packet. With this 
feedback information, the dynamics of α is modeled 
by the following equation:  

        (2) 

where ε(<<1) is a positive constant and η is the 
control parameter to be chosen. The function Φ is an 
increasing function from the interval [-dM, ∞], were -
dM is the upper bound of delay requirement.  
 

The combined model of (1)-(2) determines 
that when the measured delay exceeds the delay 
requirement, the value of α increases, which leads to 
new active nodes among the total nodes. 
Alternatively, when the measured delay is less than 
the delay requirement, the value of α decreases, 
resulting in an increased number of of sleeping 
nodes. Using the value of Na determined by (1) and 
(2), each sensor node decides whether it will have 
active or inactive status for the next controller time 
slot.  

 
To specify the detailed node scheduling 

algorithm, we introduce a random value ω, following 
the uniform distribution within [0, 1]. Each node 
independently generates a random value. If the ratio 
of the active node to the total sensor nodes (Na/Nt) is 
less than ω then the node goes to sleep. On the other 
hand, if the active node ratio is greater than ω, the 
node will be active during the next controller time 
slot. If the maximum measured delay exceeds the 
required delay, the values of α and Na increase, 
resulting in a higher probability of being active. 

 
          This leads to delay reduction and more 
frequent packet transmission, but if the maximum 
measured delay is smaller than the required delay, 
the value of α and Na decreases, resulting in energy 
savings by increasing sleep time. While active, if the 
sensor node has not received any packet during k-
straight time slots, the value of measured delay d is 
written as 0, resulting in decrease of Na. If Na reaches 
Nmin while d is still 0, then the sensor node goes back 
to the initial state and wakes up every IM.  
Consequently, we can see that for a given level of 
application requirement and network condition, the 
proposed scheme provides an efficient way to control 
the infectivity α and the number of active nodes Na, 
which leads to adaptive node scheduling according to 
the application-specific requirements. 
 
2.2 Conveying parameter changes to the WSNs 

The proposed model depends on some 
parameters such as β, dr, for its operation. Theses 
parameters should be properly conveyed from the 
operator to the WSNs. In this paper, we focus on 
indirect parameter setting aided by an autonomous 
algorithm.  

To establish control model of a user-WSN 
interaction, we consider a system with inputs 
controlled by a user, that is, the user controls the 
behavior of the WSN by interacting with sensor 
nodes. Let u(t) be the input to the system at time t 
specific, x(t)  represents the states of all sensor nodes 
at time t and can be indicated as vector x(t)  =[x1(t), 
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x2(t),  …, xN(t)]T, where xi(t) is the state vector of 
sensor node i at time t. We denote Ni as the set of 
neighbor nodes of node i. The user interacts with the 
WSNs by applying control input to a single node 
(gateway node), while the other nodes interact with 
each other according to the proposed dynamics. With 
this respect, we propose the dynamics of the system 
as follows:  

                    (3) 
where 
 

 
 
We consider that input function u(t) is piecewise 
constant having a finite linear combination of 
indicator functions of intervals. The user input is 
directly applied for N-th node by letting xN(t) = u(t). 
Then the dynamic for the N-th node is as follows: 
 

                          (4) 
 

According to (4), user directly controls the state of a 
single gateway node and the interactions between the 
nodes are handled autonomously. Consequently, the 
user takes actions independent of the number of 
nodes and supervises the WSN system as a single 
entity, resulting in a control complexity of O(1). 
 

Let us denote xs = [x1s, x2s, …, xNs]T as a steady 
state vector x(t), where xis is the steady state of node i. 
For a desired user input u(t) ≈ u, the steady states of 
xi is derived as follows: 

 

(5) 
 

That is, the steady states are rewritten as  
 

Axs=b                                 (6) 
Where 
 
 
 
 A= 

 

 
b=

 
 
The indicator function 1(i,j) is defined as  
 

 
 

Then, the steady state xs is derived as follows: 
 

               (7) 
 

When the system is asymptotically stable, the 
trajectory will converge to the steady state as time 
goes to infinity. In order to ensure the stability of the 
proposed system, we denote  
y(t) = [y1(t), y2(t), …, yN(t)]T where yi(t) = xi(t) - xis. 
Then, the state space model for control design is 
written as follows: 
 

                        (8) 
 
 
where 
 

 
 
With the equilibrium point ys, we define e = y- ys as 
the error. Then the error dynamics can be described 
as 

                    (9) 
 

We use Lyapunov Theory to claim that the 
system defined by (9) will be convergent if we can 
find a Lyapunov function V(e) that satisfies the 
following conditions: 

 
 V(e) is positive definite; 

 is negative definite; 
 

We assume that there exist positive definite matrices 
P and Q, P = PT , such that 
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                  (10) 
TABLE 1: DEFAULT PARAMETERS USED IN SIMULATIONS 

 

 
 
 
Then, obviously V(e) ≥ 0 and we can get the time 

derivative  as follows: 
 

 
 

Based on the above analysis, both conditions of the 
Lyapunov function V(e) have been satisfied, thus we 
can claim that the system is stable and the error 
dynamics will converge to zero exponentially by 
satisfying the condition of (10) on the system 
parameters.  
 

This result guarantees the autonomous 
adaptation of node state according to user-defined 
swarm configuration, resulting in asynchronous 
convergence of the swarm to the desired global 
behavior. 
 
4. SIMULATION RESULTS  
 

The simulations are conducted using a 
simulator written in MATLAB. The simulator 
captures real life events such as carrier sensing, 
backoff, and collisions. At the beginning of a 
simulation, nodes are randomly placed inside the 
simulation area, and the source node is placed at the 
center. Once nodes are deployed, nodes start duty-

cycling by switching between active and sleep mode. 
At some point, the source node starts generating  
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Figure 1: Average Na varying delay requirements. 

 
packets periodically at a fixed rate. The packets are 
stamped with sequence numbers, so that a node does 
not receive or forward duplicate packets.  
 

The simulation area is 100m × 100m, where 
the entire network is divided into equally shaped 
grids, and the nodes are uniformly deployed. We set 
N = 100, and the nodes are arbitrary connected. The 
gateway node is s chosen randomly by the operator. 
The channel capacity is set to 200 kbps, the 
transmission range and carrier sense range to 20m 
and 40m, respectively. The goal of the source node is 
to send the packet to all the other nodes in the 
network, within a given delay.  The default 
parameters used in the simulations are listed in Table 
1. These parameters are used unless other specified. 
The parameter Na decides the average number of 
nodes that wake up at a particular active period. If Na 
is too low, the packet will die out before being 
disseminated throughout the entire network. 

 

Fig. 1 shows the average of Na varying delay 
requirements. We can observe that the number of 
active sensor nodes is successfully controlled by the 
delay requirement. In specific, as the delay 
requirement becomes larger, the value of Na 
decreases, which makes the number of sleep nodes 
increase. On contrary, the value of Na increases when 
the delay requirement becomes stricter. 

Fig. 2 shows the trajectories of state vectors 
of node 1, node 2, and node 3. We change parameter 
setting [β, dr] by letting xN(t) = u(t) = [x=4,y=4]T. In 
spite of the different initial values of parameter state 
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vector, the value of parameter state of each node 
converges to the desired global configuration, which  

 Figure 2: Parameter changes with node interaction, u = 
[4,4]T.  

 
 

 Figure 3: States of 10 nodes. The initial state of each node 
is indicated as ×. 

 
 
is set by the user.  Also, by guiding the leader node 
to the desired configuration, the user can change the 
parameter of the algorithm of all sensor nodes 
autonomously. 

 
Fig. 3 shows the trajectories of states of 10 

among 100 nodes (R1, R2, ꞏ ꞏ ꞏ ,R10). The initial state 
of each node is set differently and indicated as ×. 
Results indicate that the state of each node is 
autonomously adapted and converged to the control 
input given by the operator. 

 
Next, we examine the trajectories of states 

corresponding to control input changes during the 

runtime. The user input is initially set to u = 2 and 
changed to u = 4 at 40s. Fig. 4 shows the state  

 
 
Figure 4: State adaptation according to user input change 
during runtime, u=2 and u=4. 
 

 
 
Figure 5: State adaptation according to user input change 
during runtime, u=[2,2]T and [4,4]T. 
 
 
adaptation behavior according to control input 
changes. The solid trajectory belongs to the leader 
node (R100) controlled by the human operator. Fig. 4 
shows each node starting with a different initial 
value, but after 10s, all nodes converge to the same 
value each other. In 40s, the control input changes to 
4, and after 10s, the state value of the node also 
converges to 4. Therefore, the human operator can 
tune the configuration parameters of nodes by 
guiding the leader node to the desired state. 
Furthermore, the operator can know the state of the 
entire system through the value of R100, which helps 
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in properly determining the timing for the next 
control input. 
 

 Figure 6: Parameter changes varying user inputs. 

 
Next, the control input u = [2,2]T is first 

applied and then changed to u = [4,4]T at 40s. Fig. 5 
shows the user input change. Similar to previous 
results, the state value of each node successfully 
adjusts according to the operator’s input change and 
shows convergence of the entire swarm to the desired 
state. 

 
Fig. 6 shows the parameter changes varying 

user inputs. The graph represents averaged state 
vector. We can observe that the values of state vector 
of each node are successfully converged to the user 
inputs. Therefore, the combinations of data 
propagation algorithm and user intent conveying 
algorithm would be effective in modifying the 
behavior to achieve the desired configuration with 
such a WSN system. 

 
We show the impact of the control parameter 

η. In Figs. 7-8, the time behavior of Na is illustrated 
in case of η = 0.001 and η = 0.1. From Fig. 8, we 
observe that when the values of η is set as 0.1, the 
behavior of Na oscillates excessively, resulting in 
unstable system performance. The selection of 
system parameters can be considered for the stable 
operation of the proposed system. These issues will 
be the subjects of our future work. 

 
5. CONCLUSIONS 

 
We propose a data propagation method based on the 
epidemic theory for delay reduction and energy 
saving in WSNs. Also, a method of conveying 
parameters to the sensor systems from the operator is 

proposed. From the simulation results, we observe 
that the proposed algorithm achieves data  
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Figure 7: Impact of the control parameters β and η: β 
=0.1, η = 0.001.  
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Figure 8: Impact of the control parameters β and η: β 
=0.1, η = 0.1. 

 
propagation with user intent while saving energy 
consumption. 
 

An important area for further study includes 
leader node election, estimation of performance 
impact of applied parameters, and decision making 
for the next appropriate command. This research 
could also investigate the effective collaboration 
among nodes for appropriate decision making. 
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