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ABSTRACT 

 
Data mining algorithms are used for analyzing data from different sources and extracting useful information 
from a large volume of data. Algorithms of data mining are used in E-commerce companies to help them 
identifying online customer behavior to recommend appropriate products based on customers’ needs. In this 
paper, our aim is enhancing the result of the classification techniques that applied to an online shopping 
agency dataset by using clustering techniques which applied to this dataset before entering it to 
classification techniques, so farthest first, expectation maximization (EM), and K-mean clustering 
algorithms are applied to an online shopping agency dataset to allocate related objects into the same cluster. 
After applying clustering algorithms, a group of data mining classification algorithms such as Bayes net, 
Naïve Bayes, K star, filtered classifier, decision table, J48, and JRIP are applied to the three clustering 
algorithms. A logistic model tree (LMT) classification algorithm is applied also to measure the performance 
parameters for each classifier. The experimental results achieved high rates in accuracy, precision, recall, F-
measure, and ROC when compared to recent research paper.    

Keywords: Data mining, Classification, Clustering, Logistic Model Tree, and E-commerce 
 
1. INTRODUCTION  
 

In a short period of internet appearance, a rapid 
evolution in information technology is emerged that 
help people for using and accessing information in 
e-commerce. E-commerce with the internet 
certainly consider an important input for the 
success of any enterprise and offering massive 
opportunities and worldwide markets [1].  

E-commerce sites are important sales channels. 
The aspect of most business functions is changed 
due to an appearance of e-commerce in competitive 
enterprises. It is very important to use data mining 
methods to analyze data that is carried out by 
persons who have visited these websites. In general, 
e-commerce has enabled online transactions and 
making data is not easy in real time [2].  

Data mining is the art that has some of the 
techniques which are used for extracting non-
obvious, useful information from a huge database 
or a large amount of data. Data mining techniques 
are divided into several categories such as 
clustering techniques, classification techniques, 
association rules techniques [3].  

Clustering is used to divide the similar data 
into a cluster and dissimilar data into another 
cluster. Clustering techniques are divided into 
several categories: partitioning algorithms, 

hierarchal algorithms, density-based clustering 
algorithms, farthest first cluster and filtered 
clustering [3].  

Classification is used to find a model that 
described classes and concept. Classification 
techniques are divided into several categories: 
Bayes net, Naïve bays, IBK, K star, LWL, 
Classification via regression, filtered classifier, 
Randomizable filtered classifier, Input Mapped 
classifier, Decision table, JRip, J48, LMT [4].  

Data mining inside of e-Commerce is used to 
make better decision making for a new idea or a 
new integrated technology. Data mining create a 
way for decision-makers to be able to make their 
decision more effective for the improvement of 
their business [5]. 

Weka is a software written in Java and contains 
several GUI such as Explorer, Experimenter, 
Knowledge Flow and Simple CLI. Weka has used 
data mining tools for comparing between clustering 
and classification techniques [6]. 

The aim of this paper is proving that when 
applying clustering algorithms to an online 
shopping agency dataset before applying 
classification algorithms will give best results 
compared to a recent research paper [7] which 
applied classification algorithms only to the same 
dataset.  
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The contribution of this paper is as the follows: 
introduction, related work, clustering algorithms, 
classification algorithms, dataset description, the 
experimental results, and conclusion.  
 

2. RELATED WORK 

This section has some related work that uses 
data mining inside of e-commerce and online store 
websites. 

 
As presented in [4], a novel method is used for 

combining between clustering with classification 
algorithms due to improving classification 
accuracy. The experimental results and analysis 
show that classification algorithm accuracy can be 
improved by applying classification techniques 
after clustering algorithms. 

 
As presented in [5], Some benefits and some 

challenges in data mining inside of e-commerce 
websites are presented in this paper. There are some 
benefits for e-commerce companies which used 
data mining algorithms on their websites such as 
analyzing purchases behavior for a customer, 
forecasting the new sales and allow these 
companies to make merchandise planning. On the 
other hand, there are some challenges f for e-
commerce companies which used data mining 
algorithms on their websites such as the 
transformation of data, data mining scalability and 
spider identification. 

 
As presented in [7], a comparative study of 

some classification algorithms is presented in this 
paper which applied to the online shopping agency 
dataset. The decision table classifier shows in the 
experimental result as the greater algorithm which 
can be applied on the online shopping agency to 
provide the best implementation of a powerful 
model that will allow a customer to determine their 
needs from products which produced by e-
commerce websites. 

 
As presented in [8], a comparative study of 

some clustering algorithms is presented in this 
paper by using weka tool. The conclusion of this 
paper after analyzing the results of testing the 
clustering algorithms shows that the accuracy of the 
k-mean algorithm is greater than the hierarchical 
clustering algorithm and the quality clusters are 
produced by using k-mean algorithm when using a 
large dataset.   
 

3. CLUSTERING ALGORITHMS 
 

The main objective of using clustering 
algorithms is to allocate related or similar objects 
into groups called clusters. Objects that are similar 
to each other are placed into the same cluster. As 
presented in Table 1, Farthest First Cluster, EM 
Cluster, and K-Mean Cluster algorithms are used 
on the online shopping agency dataset. These 
clustering algorithms are presented in [3, 6]. 
Selected Clustering Algorithms used on Dataset are 
shown in Table 1. 

 
Table 1: Selected Clustering Algorithms 

Cluster 
Name 

Description 

 

EM 
Cluster 

Expectation Maximization algorithm 
is used in statistical models into 
which the model depends on 
unobserved implicit variables for 
finding the maximum probability or 
minimum a posteriori estimates of 
parameters. 

Farthest 
First 

Cluster 

Farthest First is an algorithm that 
applies each cluster center in turn at 
the point that is far from the current 
cluster center. 

 

K Mean 
Cluster 

K Mean is an unsupervised learning 
method used for classifying data into 
k clusters and outcomes of those 
clusters are independent of each 
other. 

 
4. CLASSIFICATION ALGORITHMS 
 

After applying clustering algorithms on the 
dataset and saving the result, a set of classification 
algorithms are applied on the clustered data to 
improve the accuracy of the classifier.  

 
As presented in Table 2, the applied 

classifications algorithms are Bayes Net, Naïve 
Bays, K Star, Filtered Classifier, Decision Table, 
JRip, J48 [7, 9, and 10] and logistic model tree 
(LMT). Time and accuracy are taken to implement 
E-commerce model. Selected classification 
Algorithms used on Dataset are shown in Table 2. 
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Table 2. Selected Classification Algorithms 
Classifier  It’s Description 

 
Bayes Net 

Bayesian Network is a method 
which received a great attention 

from users for using in the 
classification process. 

 
Naïve 
Bays 

Naïve Bays classifier is an 
algorithm that uses statistical 

methods for making a classification 
process on selected data. 

 
K Star 

K Star classifier is the class of a test 
instance is based on the class which 

training instances similar to it as 
determined by the similarity 

function. 
Filtered 

Classifier 
The filtered classifier is an 

algorithm that implemented for an 
arbitrary classifier on selected data 
which pushed through an arbitrary 

filter. 
Decision 

Table 
Decision table classifier is an 
algorithm that contains a class for 
creating and utilizing decision table 
classifier. 

 
JRip 

J Repeated Incremental Pruning 
classifier is an algorithm which 
contains a some of the rules of a 

class that is created by using 
reduced error Jrip (RIPPER). 

 
      J48 J48 is a Classifier that accepts 

nominal classes only. 
 

LMT 
LogisticModelTree classifier is a 
classification tree with logistic 

regression function at the leaves. 
 

5. DATA DESCRIPTION 
 

The comparative study between some 
classification algorithms that was presented in [7] is 
applied on online shopping agency dataset to allow 
this enterprise identifying the best suitable classifier 
algorithm to this dataset which was the decision 
table classifier. Applying decision table classifier 
on this dataset will allow the enterprise 
implementing a powerful model that can help 
customers to determine their needs from products 
presented in E-commerce websites.  

 
 

In this paper classification algorithms are 
applied after applying some clustering algorithms 
on the same dataset to improve the performance 
and accuracy of the results.  Dataset contains some 
attributes as follows: serial no., buyer_name, 
gender, age, educational_level, brand, 
product_name, item_description, category, 
quantity, price, item_Type, payment_method, no. 
of visits, rating, user_satisfaction of the product, 
best_deal, no. of likes, positive_comments, 
negative_comments, no. of posts, Facebook, 
Instagram, Twitter, and 
overall_user_process_satisfaction. 

 
6. EXPERIMENTAL RESULTS AND 

ANALYSIS 
 

The performance and accuracy of the 
implemented model can be improved by applying 
classification algorithms after applying clustering 
algorithm on online shopping agency dataset. 
Figure1 and Figure2 shows Weka explorer interface 
that includes clustering algorithm on the dataset and 
Weka explorer interface that include classification 
algorithm on the results of the clustered data 
(order_log.arff). 

 

Figure 1: Clustering Results of Online Shopping 
Agency Dataset 
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Figure 2: Classification Results of Clustered Data 
 

The experimental results that were presented in 
[7] showed that the classification processes are 
achieved without applying clustering algorithms. 
As presented in Figure. 3, the decision table 
classifier achieved 87.1% for true_positive_rate 
(TP_rate), 7.8% for false_positive_rate(FP_rate), 
88.3% for precision, 87.1% for recall, 87.2% for F-
measure, and 95.5% for ROC area. The second-best 
results presented in [8] were achieved by filtered 
classifier algorithm that showed 86.8% for 
true_positive_rate (TP_rate), 7.9% for 
false_positive_rate(FP_rate), 87.8% for precision, 
86.8% for recall, 87.2% for F-measure, and 95.2% 
for ROC area. Whereas the third best results were 
achieved by J48 algorithm that shows 86.1% for 
true_positive_rate (TP_rate), 8.6% for 
false_positive_rate(FP_rate), 86.2% for precision, 
86.1% for recall, 85.9% for F-measure, and 88% 
for ROC area. 
 

 

 
Figure 3: Performance Parameters of Classifier 

Algorithms 

6.1 Performance Parameters Classifiers after 
Farthest First Clustering 

The logistic model tree (LMT) classifier was not 
used in the previous experimental results that were 
presented in [8]. In this paper, the LMT classifier 
will be added to a group of classification 
algorithms after applying clustering algorithms to 
improve the performance and accuracy better than 
applying classification algorithms only on the 
same dataset. 
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As presented in Figure 4, the classification 
processes are achieved after applying Farthest 
First clustering algorithm. The LMT classifier 
achieved 93% for true positive rate (TP rate), 
15.4% for false positive rate (FP rate), 93% for 
precision, 93% for recall, 92.8% for F-measure, 
and 98.1% for ROC area. Whereas the second-best 
results are achieved by Naïve Bayes classifier. The 
NB classifier achieved 80.8% for true positive rate 
(TP rate), 30.8% for false positive rate (FP rate), 
80.5% for precision, 80.8% for recall, 80.6% for 
M-measure, and 85.9% for ROC area. The third 
best results are achieved by Decision Table 
classifier. The DT classifier achieved 80.2% for 
true positive rate (TP rate), 40.5% for false 
positive rate (FP rate), 79.1% for precision, 80.2% 
for recall, 78.8% for M-measure, and 79% for 
ROC area.  

 

 
 

Figure 4: Performance Classifiers after Farthest First 
Clustering 

All experimental results of classification 
algorithms after applying Farthest First clustering 
are shown in Table 3. 

 
Table 3. Performance after Farthest First Cluster 

Classifier 

Algorithm 

TP- 

Rate 

FP- 

Rate 

Preci

sion 

Reca

ll 

F- 

Mea

sure 

ROC 

Area 

Bayes Net 
0.79 0.33 0.78 0.79 0.78 0.84 

Naïve 
Bayes 0.80 0.30 0.80 0.80 0.80 0.85 

K* -  Star 
0.67 0.53 0.66 0.67 0.66 0.62 

Filtered 
Classifier 0.75 0.52 0.73 0.75 0.72 

 
0.69 

Decision 
table 0.80 0.40 0.79 0.80 0.78 0.79 

JRIP 
0.79 0.37 0.78 0.79 0.78 0.72 

J48 0.74 
 

0.59 0.72 0.74 0.70 0.62 

LMT 
0.93 0.15 0.93 0.93 0.92 0.98 

 
 
6.2 Performance Parameters Classifiers after 

EM Clustering 

As presented in Figure 5, the classification 
processes are achieved after applying Expectation 
Maximization (EM) clustering algorithm. The LMT 
classifier achieved 100% for true positive rate (TP 
rate), 0.0% for false positive rate (FP rate), 100% 
for precision, 100% for recall, 100% for F-measure, 
and 100% for ROC area.  

Whereas the second-best results are achieved by 
Naïve Bayes classifier. The NB classifier achieved 
98.5% for true positive rate (TP rate), 3% for false 
positive rate (FP rate), 98.7% for precision, 98.5% 
for recall, 98.5% for M-measure, and 100% for 
ROC area. The third best results are achieved by 
Bayes Net classifier.  

This classifier achieved 98.5% for true positive 
rate (TP rate), 3% for false positive rate (FP rate), 
98.6% for precision, 98.5% for recall, 98.5% for M-
measure, and 100% for ROC area.  
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Figure 5: Performance Classifiers after EM Clustering 

All experimental results of classification 
algorithms after applying Farthest First clustering 
are shown in Table 4. 

 
 
 

Table 4. Performance after EM Cluster 
 

Classifier 

Algorithm 

TP- 

Rate 

FP- 

Rate 

Preci

sion 

Reca

ll 

F- 

Mea

sure 

ROC 

Area 

Bayes Net 0.98 0.003 0.98 0.98 0.98 1.00 

Naïve 
Bayes 

0.98 0.003 0.98 0.98 0.98 1.00 

K* -  Star 0.53 0.126 0.54 0.53 0.53 0.81 

Filtered 
Classifier 

0.97 0.006 0.97 0.97 0.97 0.98 

Decision 
table 

0.97 0.006 0.97 0.97 0.97 0.99 

JRIP 0.94 0.015 0.94 0.94 0.94 0.97 

J48 0.96 0.008 0.96 0.96 0.96 0.98 

LMT 1.00 0.00 1.00 1.00 1.00 1.00 

 

6.3 Performance Parameters Classifiers after K-
Mean Clustering 

As presented in Figure. 6, the classification 
processes are achieved after applying K Mean 
clustering algorithm. The LMT classifier achieved 
99.4% for true_positive_rate (TP_rate), 0.6% for 
false_positive_rate(FP_rate), 99.4% for precision, 
99.4% for recall, 99.4% for F-measure, and 100% 
for ROC area. Whereas the second-best results are 
achieved by JRIP classifier. The JRIP classifier 
achieved 95% for true_positive_rate (TP_rate), 
4.9% for false_positive_rate(FP_rate), 95.3% for 
precision, 95% for recall, 95% for M-measure, and 
96.8% for ROC area. The third best results are 
achieved by Decision Table (DT) classifier. The 
DT classifier achieved 94.8% for true_positive_rate 
(TP_rate), 5.5% for false_positive_rate(FP_rate), 
94.8% for precision, 94.8% for recall, 94.8% for M-
measure, and 96.1% for ROC area.  
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Figure 6: Performance Classifiers after K-Mean 

Clustering 

 
All experimental results of classification 

algorithms after applying Farthest First clustering 
are presented in Table 5. 
 

Table 5. Performance after K-Mean Cluster 
 

Classifier 

Algorithm 

TP- 

Rate 

FP- 

Rate 

Preci

sion 

Reca

ll 

F- 

Mea

sure 

ROC 

Area 

Bayes Net 0.90 0.096 0.90 0.90 0.90 0.97 

Naïve 
Bayes 0.90 0.096 0.90 0.90 0.90 0.96 

K* -  Star 0.55 0.443 0.55 0.55 0.55 0.57 

Filtered 
Classifier 0.94 0.055 0.94 0.94 0.94 0.94 

Decision 
table 0.94 0.053 0.94 0.94 0.94 0.96 

JRIP 0.95 0.049 0.95 0.95 0.95 0.96 

J48 0.94 0.055 0.94 0.94 0.94 0.94 

LMT 0.99 0.006 0.99 0.99 0.99 1.00 

 
      Based on the previous experimental results, 
Table 6 explains the best TP, FP, precision, recall, 
F-measure, and ROC area based on applying 
classification algorithms after clustering step. 
 

Table 6. Best Clustering Performance 
 

Rank Classifier 
Algorithm 

Cluster Algorithm 

1 LMT EM 

2 LMT K-Mean 

3 NB EM 

4 Bayes Net EM 

5 JRIP K-Mean 

6 DT K-Mean 
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7. CORRECT / INCORRECT PARAMETERS 
The correct / incorrect parameters of the presented 
clustering algorithms are compared to the 
parameters of the classifiers presented in [7]. In this 
section the correct / incorrect parameters of 
classification algorithms are measured after the 
applying the three clustering algorithms. This is 
presented in the following section. 
 

7.1 Correct/Incorrect Parameters after Farthest 
First Cluster 

As presented in Fig. 7, the highest new correct 
of classifier accuracy after applying farthest first 
cluster achieved a rate of 93% by LMT classifier 
while the lowest new incorrect of classifier 
accuracy after applying farthest first cluster 
achieved 6.9% rate by LMT classifier. While the 
decision table (DT) classifier that was presented in 
[7] achieved the highest correct of the classifier 
accuracy after applying only classification 
processes on the dataset was equal to 87.13% and 
the lowest incorrect of classifier accuracy achieves 
12.87%. 
 

 

 
 

Figure 7: Classifier Accuracy after Farthest First Cluster 

 
7.2 Correct/incorrect Parameters after EM 

Cluster 
 

As presented in Figure 8, the highest new 
correct of classifier accuracy after applying EM 
clustering achieved 100% by LMT classifier and 
the lowest new incorrect accuracy achieved 0.0% 
by LMT classifier. While the decision table (DT) 
classifier that was presented in [7] achieved the 
highest correct of the classifier accuracy after 
applying only classification processes a rate of 
87.13% and the lowest incorrect accuracy achieved 
12.87%. 
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Figure 8: Classifier Accuracy after EM Cluster 

 
7.3 Correct/incorrect Parameters after K-Mean 

Cluster 
 

As presented in Figure 9, the highest new 
correct of classifier accuracy after applying K-
Mean clustering achieved 99.41% by LMT 
classifier and the lowest new incorrect accuracy 
achieved 0.58% by LMT classifier also. While the 
decision table (DT) classifier that was presented in 
[7] achieved the same accuracy for both correct and 
incorrect parameters by 87.13% and 12.87% 
respectively.  

 

 
 

Figure 9: Classifier Accuracy after K-Mean Cluster 

8. EXECUTION TIME PERFORMANCE 
The execution time is measured by applying 

the three clustering algorithms on all classifiers. As 
presented in Figure 10, after applying Farthest First 
cluster, the best classifier time was recorded with 
Bayes Net, Naïve Bayes, and K Star with an 
execution time of 0 second. After applying EM 
cluster, the best classifier time was K Star and 
Naïve Bayes with execution time of 0 and 0.02 
respectively. After applying K-Mean cluster, the 
best classifier time was recorded with Naïve Bayes, 
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K Star, and Filtered classifier with an execution 
time of 0 second.  
  But after applying only classification operations 
[7], the K Star classifier was the fastest classifier 
with a total time of 0 second while the latest 
classifier is Bayes Net that achieved a total time of 
0.28 second.  
 

 
 

Figure 10: Execution Time after Clustering Process 

From the experimental results presented in Figure 
10, the LMT classifier achieved 0.65 second with 
Farthest First cluster, 1.16 second with EM cluster, 
and 0.55 second with K-Mean cluster.  
 
9. CONCLUSION AND FUTURE WORK 

In this paper, eight data mining classification 
techniques are applied after three data mining 
clustering techniques severally to improve the 
performance and accuracy of classification 
techniques with the ability to make the comparative 
test to find the best result of combining clustering 
techniques with classification techniques. The 
result shows that LMT classifier applied after EM 
cluster algorithm gives the highest accuracy of 
100% and k Star classifier after EM cluster 

algorithm gives the lowest accuracy of 53%. This 
result can help e-commerce company by selecting 
the optimal clustering algorithm followed by 
classification algorithm which was EM clustering 
followed by LMT classifier suitable to order log 
dataset which allows the enterprise for 
implementing a powerful model. This can allow a 
customer to determine their needs from products 
which produced by E-commerce websites. Future 
work includes reducing the execution time of LMT 
classifier which gives the best results but takes the 
largest execution time more than other classifier 
algorithms. 
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