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ABSTRACT 
 

      The diabetes mellitus is a chronic disease. It has high incidence all over the world. It has many 
complications such as peripheral neuropathy, cardiac and renal problems and retinopathy, but the diabetic 
retinopathy considers one of the major problems, which causes retinal damage and leading blindness. Unless 
we avoid the danger of rapid diagnosis and accurate continuity to monitor any developments that may occur. 
In addition, distinguish them from other diseases that may affect the eye and which occur for other reasons. 
Therefore, it is necessary for ophthalmologists to accurately diagnose this disease in order to avoid any error 
may occur.  
      In this paper, we suggest an algorithm for retinopathy diseases diagnosis to help doctors diagnose 
diabetes mellitus and distinguish between the health's conditions from the infected condition. The algorithm 
based on two stages; the first Stage, depends on converting the image to grayscale and improving the contrast 
of the image using the Contrast Limited Adaptive Histogram Equalization (CLAHE). Then analysis the 
image by using the Grey Level Co-occurrence Matrix (GLCM) to extraction the image features. The second 
stage extracting the qualities from the color image by converting (RGB) color space in to (HSV) color space 
and using color moment algorithm and extract the feature based on color. The features extracted from 
Qualities gave strong results.  The features will be to Neural Network, which enables us to diagnose the cases 
of, normal and abnormal with high accuracy; our algorithm accuracy is 97%. Our dataset collected from 
various sources, including local and international, in this paper used (283) images.   
 
Keyword: GLCM, Retina, Diagnosis, Feature Extraction, Diabetic, ANN.   
 

1. INTRODUCTION   

 
    The prettiness of eye is like an old camera, which 
includes the cornea, iris, pupil and lens, and images 
that focus on the thin retina on the back of the eye. 
The light-sensitive retina acts as a camera film, and 
the images are sent by the optic nerve to the brain 
where it interprets images. The retina is very active 
and complex tissue feed by blood, a precise 
network of blood vessels. The inner layer of the 
retina Blood vessels and optic nerve are the main 
components of the retina structure as shown in 
Figure.1 [1, 2].To avoid traditional manual 
classifying it needs an automatic method for 
analysis technique. Retinal fundus images deliver 

necessary information about retinal and several 
systemic and non-systemic diseases[3].The 
infiltration of liquid from damaged blood vessels in 
the retina causes swelling and hinder its normal 
functions. If the swelling is in the central area, it 
will cause sugar spots, and gradual weakening in 
central vision and even blindness. which affects 
both eyes at the same time and can block blockage 
in capillary blood vessels in the retina, but more If a 
blockage occurs, the oxygen supply step to the 
retina and the body tries to repair the condition by 
forming new blood vessels from the retina. 
 The ophthalmologist when he studies images is 
retinal imaging with a digital camera with a flare 
that ensures clear color images of the retina and 
may occasionally cause temporary restlessness in 
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the eye. After flashing, the eye may become more 
sensitive to light. Capture and analysis of retinal 
images to monitor changes can be measured from 
retinal images[4].the accuracy of image processing 
depends on algorithms in the accuracy of image 
processing. It is a sort of screening technique that 
can be relied upon to determining the infection. In 
addition, the imaging has the essential role in the 
detection of retina select and correct the bottom of 
the image[5, 6] . The Contrast Limited Adaptive 
Histogram Equalization (CLAHE) used for 
enhancing the image and the GLCM algorithm and 
color moment algorithm to extract strong features 
so the accuracy of the diagnosis increased [7]. Early 
diagnosis of diabetic retinopathy enables timely 
treatment. It can ease the burden of the disease on 
the patients and their families by maintaining a 
sufficient quality of vision and preventing severe 
vision loss and blindness[8].The diabetic patient's 
trust follows specialist guidelines to reduce the risk 
of developing diabetic retinopathy, and when 
diagnosed with diabetic retinopathy, it is necessary 
to check once every 12 months, at least once every 
3 months, depending on the degree of 
disease[4].The Symptoms may be in chuffed signs 
of the appearance of dark spots or openings in the 
visual field. In addition, vision cloudy, confused, or 
dark or double vision, difficulty in night vision or 
increased sensitivity to .Light as well as. Frequent 
changes in the degrees of prescription glasses and 
see glowing halos around the lights and lines or 
threads generally, during the early stages of 
diabetic retinopathy such as (micro-aneurysms 
(Mas), hemorrhage exudates), are Considered 
abnormalities[7, 9, 10] .as we show in Figure 
(2)where deferent in structure between  (A)normal 
retina and (B) Abnormal retina. The first detectable 
abnormalities according to medical expert are 
micro-aneurysms (Mas) which are small round 
shape red spot on the retinal capillary. They cause 
intra-retinal hemorrhage [11-13]. About 30 %.It 
seems to be of benefit even to those who have 
normal lipid levels. The prevalence of diabetes for 
all age groups around the world is estimate at 2.8 
percent in 2000 and 4.4 percent in 2030. Which 
means that the total number of people with diabetes 
is expected to rise from 171 million in 2000 to 366 
million in (2030). World Health Organization 
(WHO) predicts 135 million people worldwide 
diabetes will rise this to 300 million from 
2025.Statistics for its occurrence will increase the 
number to double by 2050. The number of people 
with diabetes. Who treated by the doctor is about 
24,000, per year[3, 14, 15].There are many methods 
which designed to be appropriate for Determination 

diabetic diseases especially retina eye diseases, 
therefore; it is necessary to analyze these different 
methods[7]. In this paper, an algorithm to analyze a 
digital image for detecting retinal diseases is 
suggested. The analysis of images requires several 
steps, the first essential step is analyzing a digital 
image after preprocessing for detecting if the retina 
normal or abnormal by extracting the features that 
distinguish between them, the features that are 
extract from them by analyzing the (texture and 
color and ) retinal. Contrast Limited Adaptive 
Histogram Equalization (CLAHE) is used to 
enhance the contrast of images, We used GLCM 
algorithm and color moment to Compute and 
analyze the images of normal and abnormal states 
to extract this features .The neural network used to 
diagnose the normal and abnormal (diabetic 
retinopathy). In our study, we do not need to use 
segmentation stage we depended on extract 
robustness features to diagnosis normal and 
abnormal (diabetic retinopathy). This method was 
greater challenge because no one discover their.  

 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Structure of retina 
 

 
 
 
 
 
 
 
 

Figure 2:  (A) Normal (B) Abnormal (Diabetic 
Retinopathy) 

 
1.2 Our Objective: 

The aims of this paper is to design and 
implementation of a computer-aided for help 
the Ophthalmologists to diagnosis the retinal 
diseases of the treatment efficiency, which is 
fully automated. Diagnosis of retinal through 
the analysis of the 2D digital retina images and 
extraction features from it reliably and 
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automatically. After that case classification 
into the normal and abnormal retina. This help 
to optimize therapy, intensify the patient-
physician relationship. In order to achieve 
these objectives, several aims are set out as 
follow:  
1. The designed system simulates the 

behavior of a specialist Ophthalmologists. 
2. The tentative results show that these expert 

systems act a lot better than a non-
experienced doctor. 

3. Extract new information from the image. 
4. Develop predicate system to determine the 

patient may suffer from retinopathy from 
either color image or a grey level image 
obtained from the retina of the patient. 
These types of images are called fundus 
images. 

5. Decrease the time required for the 
management of retinopathy cases. 

6. Professional determination of the affected 
areas of the eye by an efficient algorithm 

2. RELATED WORK  

 Many researchers have conducted many 
studies and researchers in medical image diagnosis 
to solve retinal diseases based on many features 
such as according to differences in color and 
intensity. According to   Merlin and et al 
[16].They presented a new supervised method for 
blood vessels detection in digital retina image. 
Their method used a fuzzy logic based on support 
vector machine scheme for pixels group, a compute 
vector composed of intensity histogram and gray 
level based on features extraction for pixels 
representation. Then get a result estimated 
96%according to the measure evaluation 
sensitivity, specificity and accuracy. However, in 
their method the researcher relied on a large 
number of qualities in the stage of extraction of 
qualities and therefore work full load on the next 
stage (the stage of classification). Therefore takes a 
lot of time in the classification process, which 
affects the measurements of precision and 
performance improvement of the system. Kumar 
and et al [17].They present method for 
classification the normal and abnormal (DR).their 
method based on segmentation the optic disc and 
extract the blood vessels depending on  the 
histogram by using  tow median filters. Then in the 
classification stage (diagnosis) to distinguish 
between the normal forms abnormal (DR), based on 
aggregate the lesion extracted from each image the 
result accuracy was estimated as 80%. But here the 
researcher used to extract the qualities through the 

color only, which requires him to add a lot of help 
to get more accurate, such as extraction of the 
vessels and separation and calculation, as well as 
determine the area of the optical disk and identify 
them alone and distinguish through color and also 
extract feature to the exudates and hemorrhage and 
separation by color, As well as more time and thus 
affect the process of improving the tool. The system 
also evaluates through the following measures of 
privacy, sensitivity and accuracy, respectively. 
Manoj and et al  [18]. They suggest an algorithm 
to classification and detect of (DR).relied on 
segmentation image by using (Pillar-K means 
algorithm). their system apply K-mean algorithm 
optimized after Pillar .to improve the accuracy and 
computation time for all the enhancement features 
of the image in all color space. 
 
2.1 Our Contribution: 
The concept of extraction features and classification 
is paly important role important in development of 
(DR) for diagnosis the normal and abnormal such 
as [16]. However, in their method the researcher 
relied on a large number of qualities in the stage of 
extraction of qualities and therefore work full load 
on the next stage (the stage of classification). 
Therefore, takes a lot of time in the classification 
process, our contribution is summarized below: 

1. Rely on extracting strong qualities by 
depend on GLCM algorithm in gray level. 
In addition, depending on color moment 
algorithm to extract features in color in 
this paper we extract the features in (color 
and textural). 

2. We relied on the use of strong qualities in 
the stage of extraction of qualities without 
resorting to the separation of the area of 
injury, and this is a huge challenge where 
there is no discovery of this method by 
other researchers. 

3. We used (HSV) color space instead of 
(RGB) color space to extract storing 
features in color. As we discuss the details 
in the next section.  

3. METHODOLOGY 

The image processing technology was 
used in our proposed algorithm starting from image 
enhancement, image analysis features extraction 
and classification (diagnosis).  

3.1 Contrast  

     The contrast limited adaptive histogram 
equalization (CLAHE), is transformed value to 
enhance the contrast of grayscale. It works on 
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small regions in the image, called tiles, instead 
of all-region in the image. So that the 
histogram specific to the distribution parameter 
approximately matches the histogram of the 
output region[19] . The weak density caused by 
bad contrast. To improve the contrast in order 
to get the best performance and get a lot of 
information about diseases. Enhancement 
contrast by using an algorithm of contrast 
limited adaptive histogram equalization 
(CLAHE), to enhancement contrast of gray 
level image through transform values using this 
algorithm. Contrast limited adaptive is using to 
improve color retina image. Contrast images it 
is to recognize retinal blood vessels area, 
micro-aneurisms, and optic disk through the 
fragmentation of the main features in color in 
the retina of the eye [20-22]. As shown in 
Figure.4 display the deferent in the image 
grayscale before apply (CLAHE) to 
enhancement contrast and after apply it 

 
(A)Before (B)After 

(1) Normal 

 
(A)Before (B)After 

(2) Abnormal 
Fguer 3: (1) Normal.  (2) Abnormal. images 

 

3.2 Grey Level Co-occurrence Matrix (GLCM) 

GLCM very important Methods for calculation 
statistics technical analysis. It is an analysis 
methodology for image and convert it to using the 
template grayscale and extraction features. It 
storage a matrix (i, j, G) depended on (G). Where 
(G) is acting number of gray level, (0, 1,…....G-1). 
And (i,j) is acting the pair of pixels. To compute 
GLCM of an image. By using a displacement 
vector (d) determined by its orientation θ and radius 

δ. Every element of the matrix acts the likelihood of 
connected occurrence of density levels(i. j) at a 
specific distance (d) and an angle θ. Relying on a 
type of values of (d) and θ angles is (such as 0°, 
45°,90° and135) [23, 24]. We compute textural 
features from grey level by using GLCM algorithm 
.In our suggested method, there are (5) texture 
features extracted; Correlation, homogeneity, 
energy, dissimilarity and Information measure of 
correlation1.These features are extracted and 
analyzed using deferent distances and direction[25]  

3.2.1 Correlation:  

 
The Correlation features views the linear 

dependency of the grayscale amount in the matrix. 
It presents how a reference pixel is related to its 
neighbor, zero is uncorrelated, 1is perfectly 
correlated. Presents how a reference pixel is related 
to its neighbor, zero is uncorrelated, 1is perfectly 
correlated.  
 

 

  

(1) 

Where standard deviations of  

and are the means. 

3.2.2 Energy: 

 It measures the symmetry of an image. 
When pixels are very analogous, the  

 
(ASM) value will be greater. 

 

 

(2) 

 

(3) 

 

 

(4) 

3.2.3 Homogeneity: 

 
 That measures the local homogeneity of an image 
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(5) 

Where Nr is the greatest level in gray level image, 

P (i, j) is GLCM matrix. Features calculating by 

multiply (4) angles with (5) textural feature. As the 

equations (1), (2), (3), (4), (5).  

By using our algorithm .We obtain a vector with 
(20) features by used GLCM. 
 

 

3.3 Colour Moments (CM) 

 
Color is one of the most important features of 

image color space principally subject to define 
color feature such as RGB, LUV and HSV[26]. 
Color moments is consider one of the simplest until 
now very effective features. The color descriptors 
are principally parameters statistical calculated 
from several color space bands, such as means, 
standard deviation (STD), and Skewness of HSV or 
RGB[27]. 

 

 
 
(6) 

 

 
 
(7) 

 

 
 
(8) 

 
Where Φ is The Mean, ψ is The Standard 

Deviation and λ is The Skewnees. 
  In the outer method, we used HSV color space 
instead of RGB color space. (Hue, Saturation, 
and Value) represents a column of the matrix 
output respectively. The mean may calculated by 
using equation (6) for each one HSV bands. The 
standard deviations may calculated by using 
equation (7) for each one HSV bands. The 
skewness may calculated by using equation (8) for 
each one HSV bands. There are (9) features 
obtained from (Mean, STD, Skewness). 
 

4. THE PROPOSED ALGORTHIM   

 

         In this paper, we proposed new algorithm to 
diagnose the (normal and abnormal) of Retina 
disease. Our algorithm consist of four stages.  First 
stage is acquisition images .The second stage is pre-
processing, which include three phases. The first 
phase; is creates mask and background, the second 
phase; is enhancement image (increase the contrast) 
and the third phase; is remove noises from (RGB) 
images (by using Gaussian filter). The third stage is 
analysis textural of images and extraction feature 
then we have to select the robustness features. The 
fourth stage is diagnosis stage which diagnosis the 
normal and abnormal retina by using neural 
network. As shown in Figure (4). 
                 
 
 
                                               
 
                                                                                                             

 
 
                                             
 
                 
                                                    
 
 
     

Figure 4:.Algorithm Flowchart 

4.1 Image Acquisition  

 
     In this paper, we had collected images as dataset 
for our research from different resources locally 
and globally .The local resources from (AL-Ramadi 
Teach–Hospital), the dataset includes (300) images 
the normal (129) and abnormal (171) images. (AL-
Habubi Teach–Hospital), the dataset includes (41) 
images (10) normal image and (31) abnormal 
images. The globally resources from OCT and 
DIRETDB1, the dataset include (283) images the 
normal (141) and abnormal (143) images. The total 
of all dataset were  )994.(  
In this paper, we used (283) images. 
 

4.2  Preprocessing  

     The fundus image color repeatedly looks 
imperative lighting differences poor quality and 
content noise in order to decrease  these 

Preprocessing 

Background 
&mask

Contrast 
enhancemen

Remove noise 

Features extraction 

Classification 

Normal Abnormal 

 Image acquisition 
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inadequacies,  we need to make all the images had 
the same environments to get the real results for all 
the images to extract strong pixel features for 
diagnosis step, through using image processing 
technology, pre-processing content three steps. 

1) Create mask and background. 
2) Contrast enhancement.  
3) Remove noise on image color. 
 

4.2.1  Create mask and background  

  To create the mask and background, the 
image must convert into a binary image then 
compute maximum value and minimum value of 
vertical circle, compute maximum value and 
minimum value of horizontal circle. Then find 
the center of the circle by calculate value of 
center by using the equation of circularity, to 
determine the white area that including the 
circular and its center and the outer perimeter is 
black area, which represented a background. 
Resized original images into (200*200) pixels 
then convert into gray scale. As shown in Figure 
4-5. 

 
 

(a)                              (b)                          (c) 

 
(d) (e) 

Figure 5: shows preprocessing stage. For normal image. 
(a) Fined the center of retina. (b) create mask and 
background (c ) resized images in to (200*200) pixels 
.(d) convert into gray level .(e ) apply Contrast Limited 
Adaptive Histogram Equalization, 

4.2.2 Removing the noise  

     To get a better result we must remove the noise 
from the image in order to reduce the noise from 
image we used Gaussian filter to remove the noise 
then we used image adjustment for image 
enhancement as shown in Figure 6. 
 

 

4.3  Features Extraction  

 
       In this paper we compute the features by using 
GLCM (Grey Level Co-occurrence Matrix) and 
color moments (CM) algorithms the robustness 
features   are (5) feature from GLCM algorithm 
(Correlation, homogeneity, energy, dissimilarity 
and Information measure of correlation1) in gray 
level in (0, 45, 90 and 135) angles and (3) feature 
from CM algorithm (means, standard deviation, and 
skewness) in color through (HSV) color space 
instead of (RGB) color space. In this step we 
depended on (color and textural) features. We 
depended on robustness features to recognize the 

 
(a)                              (b)                              (c) 

 
(d) 

 
(e) 

Figure 6: shows preprocessing stages .for Abnormal image. 
(a) Fined the center of retina. (b) create mask and 
background (c ) resized images in to (200*200) pixels .(d) 
convert into gray level .(e ) apply Contrast Limited Adaptive 
Histogram Equalization. 

 
            (a) 

 
             (b) 

 
             (c ) 

 
Figure.7: (a) origin image (b) applying Gaussian filter (c) applying 
adjustment enhancement. 
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normal and abnormal for the next step, without 
need to segmenting the injuring to detect the 
normal and abnormal in this work is huge challenge 
there no one other researchers do this method. 
 

4.4  Diagnoses 

 
In our proposed algorithm, we used neural 

network to diagnoses between normal and 
abnormal states. Where the neural network gives 
high accuracy in training stage accuracy is 100% 
and testing stage accuracy is 97%. As we shows in 
Figure 8.  

 
Shows the network structure with one 

input layer, three hidden layers and two-output 
layer. It is 29×110×110×110×2 network 
structure. The input vector is twelve. The output 
vector is two. This thesis uses the above ANN 
architecture, feed forward back propagation 
learning algorithm to generate, train and test the 
neural network for melanoma lesion diagnosis. 
MATLAB software with its neural network 
toolbox is used. Data sets are portion into two 
subsets, training set and testing set. The network 
gives high accuracy when train equal to 100% 
and test equal to 97% with simple training time 
equal to (0.4 seconds) at 129 epochs, with best 
training performance is 1.26e-08at epoch 129 as 
shown in Figure9.   

 
Figure 9: Neural network training 

 

 

 

Table.1 shows the accuracy results for the training 
and testing stage by using color features only, 
texture features only and texture combine.  
 
Table 1: Shows The Accuracy Results For The Training 

And Testing Stage. 

 
The suggested algorithm has an accuracy 

of 97% for recognition of retina to classify the 
normal and abnormal .   
 

5.  THE RESULT 

   In this paper, we have collected image 
color from different resources locally and global .the 
local resources from AL-Ramadi Teach – Hospital, 
the dataset includes (300) images the normal (129) 
and abnormal (171) images.AL-Habubi Teach – 
Hospital, the dataset includes (41) images the 
normal (10) and abnormal (31) images. The global 
resources from OCT, DIRETDB1, the dataset 
include (284) images the normal (141) and abnormal 
(143) images. The total of all database was (994). 
Ophthalmologists classified these images in the 
database, depending on lesions kind (hemorrhage, 
exudates, and micrynersims) an images content one 
of this lesion is classified, as abnormal Otherwise is 
normal. Matlab in the 64-bit system with 2.50 GHz 
core i7 processor and 8 GB of RAM, run with MS 
Win.10 operating system. The proposed has been 
tested on all images in the dataset to diagnostic 

In our experiments, we used (283) images 
divided into (183) images  for training stage Where 
the result accuracy was 100%.And the number of 
images in testing stage are (100) images where the 
results accuracy of our proposed algorithm was 
97%. In Fig (5), (6) shows the preprocessing stage 
in gray level Normal and abnormal image.Fig(7) 
shows remove the noise  stage for normal and 
abnormal image. The confusion matrix shows the 
errors in the classification. Figure (10) and Figure 
(11) show the confusion matrix for training and 

          Figure 8: Structure of neural network.  

 
Accuracy of  

Classification 

 
Type of feature 

 
No .of image 

 

Testing % Trainin
g % 

 
 

Color feature 

 
 

283 images 
  
 

88 100 

78 100 Texture feature 
97 100 Color& texture 

97% Total accuracy resulting 
from  ANN by using color 

and texture features 
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testing cases, which illustrate the classification 
results of the neural network for normal retinal and 
abnormal retinal (retinopathy). In Table (1) shows, 
the accuracy result from classification stage when 
comparative between the color features and texture 
features in accurses result and improvement the 
performance of system. When combined the color 
and textural features. We get a higher accuracy and 
improve the performance of the system than the 
color alone and textural alone. As shown in Table 
(2-3) shows the results from GLCM and CM for 
normal and abnormal, respectively these features 
gave the best results for diagnosis. The Table (4), 
(5) shows the result for training and testing for 
combining the color and textural features to classify 
the normal and abnormal (DR). Table (6) shows the 
comparative our method with other researchers in 
diagnosis normal and abnormal (DR) retinal.   
 
The confusion matrix shows the accuracy and 
errors of classification as shown in Figure (10) and 
the confusion matrix for training and testing cases 
shown in Figure (11) which illustrate the 
classification results of the neural network for 
normal and abnormal. 

   
                          

 
 

Figure 9: Confusion Matrix  For Testing 

 
 
Tables (4-5) shows the accuracy of classification 
results from NN classifier. 
 
Table 4: Accuracy Of Classification For Training Stage 

. 
Retinal eye     Classification Result % 
Normal case  100% 

Abnormal case 100% 

 
Table 5: Accuracy Of Classification For Testing Stage. 

 
Retinal eye      Classification Result % 
Normal case  97% 

Abnormal case 97% 

 
 
 
 
Table (6): Shows the comparative our method with other 
researchers in diagnosis normal and abnormal (DR) 
retinal.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 9:Confusion Matrix For Training 
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Table 6: Shows The Comparative Our Method With Other Researchers In Diagnosis Normal And Abnormal (DR) 
Retinal. 

 
 
 
The performance of the proposed algorithm is 
evaluated in terms of specificity, sensitivity and 
accuracy. As the following: [32] 
 
 
Sensitivity: Is the ratio of the real number of 
positive detection for disease type to the total 
number of the image containing the disease. It may 
calculated by the following equation : 
 
 

 
 
 
Specificity: Is the ratio of the real number of 
negative detection for disease type to the total 
number of the image containing non-disease. It is 
calculated by the following equation. 
 
 
 

 
 
 
 
 
 
 
 

 
 
 
 
 Accuracy: It is used to degree the probability that 
the diagnostic test is performed correctly. They are 
calculate as in the following equations : 
 
 
 
 

 
 
 
Our research we get Sensitivity (95.2%)Specificity 
(100%), and Accuracy (97%). 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Researchers  
 
 
 

Data Type Diagnosis methods Accuracy Result 

Nayak, et al 2009 
[28] 

331 fundus images Support  vector 
machine (SVM) 

85.9% 

Rama, et al 2013 
[29] 

100 fundus images  Intuitionistic fuzzy 
histon segmentation   

93.4% 

Merlin,et al 2015  
[16] 

DRIVE,STARE Fuzzy logic based on 
SVM 

96% 

Haleem,et al 2015 
[30] 

104 fundus image  Neural network  92% 

  Kumar, et al 
2016 [18] 

268 An aggregation of the 
lesion extracted form 
image  

Sensitivity 80%  
Specificity 50%  

Dai,et al 2017[31] MESSIDOR,ONHSD,DRIONS, datasets  Principle component 
analysis (PCA) 

91%% 

Our proposed   283 fundus image  Neural network  97% 
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Table 2:  Shows The Features Of Normal Images. 
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Table 3:  Shows The Features Of Abnormal Images. 

 

6. THE CONCLUSION  
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Network is the best classifier that the others such as 
fuzzy logic.   
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