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ABSTRACT 
 

This paper examines a hybrid model which combines a K-Nearest Neighbors (KNN) approach with a 
probabilistic method for the prediction of stock price trends. One of the main problems of KNN 
classification is the assumptions implied by distance functions. The assumptions focus on the nearest 
neighbors which are at the centroid of data points for test instances. This approach excludes the non-centric 
data points which can be statistically significant in the problem of predicting the stock price trends. For this 
it is necessary to construct an enhanced model that integrates KNN with a probabilistic method which 
utilizes both centric and non-centric data points in the computations of probabilities for the target instances. 
The embedded probabilistic method is derived from Bayes’ theorem. The prediction outcome is based on a 
joint probability where the likelihood of the event of the nearest neighbors and the event of prior probability 
occurring together and at the same point in time where they are calculated. The proposed hybrid KNN-
Probabilistic model was compared with the standard classifiers that include KNN, Naive Bayes, One Rule 
(OneR) and Zero Rule (ZeroR). The test results showed that the proposed model outperformed the standard 
classifiers which were used for the comparisons. 

Keywords: Stock Price Prediction, K-Nearest Neighbors, Bayes’ Theorem, Naive Bayes, Probabilistic 
Method 

 
1. INTRODUCTION  
 

Analyzing financial data in securities has 
been an important and challenging issue in the 
investment community. Stock price efficiency for 
public listed firms is difficult to achieve due to the 
opposing effects of information competition among 
major investors and the adverse selection costs 
imposed by their information advantage [5].  

There are two main schools of thought in 
analyzing the financial markets. The first approach 
is known as fundamental analysis. The 
methodology used in fundamental analysis 
evaluates a stock by measuring its intrinsic value 
through qualitative and quantitative analysis. This 
approach examines a company’s financial reports, 
management, industry, micro and macro-economic 
factors [1]. 

The second approach is known as 
technical analysis. The methodology used in 
technical analysis for forecasting the direction of 
prices is through the study of historical market data. 
Technical analysis uses a variety of charts to 

anticipate what are likely to happen. The stock 
charts include candlestick charts, line charts, bar 
charts, point and figure charts, OHLC (open-high-
low-close) charts and mountain charts. The charts 
are viewable in different time frames with price and 
volume. There are many types of indicators used in 
the charts, including resistance, support, breakout, 
trending and momentum [2]. 

Several alternatives to approach this type 
of problem have been proposed, which range from 
traditional statistical modeling to methods based on 
computational intelligence and machine learning. 
Vanstone and Tan [3] surveyed the works in the 
domain of applying soft computing to financial 
trading and investment. They categorized the 
papers reviewed in the following areas: time series, 
optimization, hybrid methods, pattern recognition 
and classification. Within the context of financial 
trading discipline, the survey showed that most of 
the research was being conducted in the field of 
technical analysis. An integrated fundamental and 
technical analysis model was examined to evaluate 
the stock price trends by focusing on macro-
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economic analysis. It also analyzed the company 
behavior and the associated industry in relation to 
the economy which in turn provide more 
information for investors in their investment 
decisions [4]. 

A nearest neighbor search (NNS) method 
produced an intended result by the use of KNN 
technique with technical analysis. This model 
applied technical analysis on stock market data 
which include historical price and trading volume. 
It applied technical indicators made up of stop loss, 
stop gain and RSI filters. The KNN algorithm part 
applied the distance function on the collected data. 
This model was compared with the buy-and-hold 
strategy by using the fundamental analysis 
approach [6]. 

Fast Library for Approximate Nearest 
Neighbors (FLANN) is used to perform the 
searches for choosing the best algorithm found to 
work best among a collection of algorithms in its 
library.  Majhi et al. [7]-[8] examined the FLANN 
model to predict the S&P 500 indices, and the 
FLANN model was established by performing fast 
approximate nearest neighbor searches in high 
dimensional spaces. 

Artificial neural networks (ANN) exhibit 
high generalization power as compared to 
conventional statistical tools. ANN is able to infer 
from historical data to identify the characteristics of 
performing stocks. The information is reflected in 
technical and financial variables. As a result, ANN 
is used as a statistical tool to explore the intricate 
relationships between the related financial and 
technical variables and the performance of stocks 
[9].  

Neural network modeling can decode 
nonlinear regularities in asset price movements. 
Statistical inference and modifications to standard 
learning techniques prove useful in dealing with the 
salient features of economic data [10]. 

Some research has been carried out 
through the use of both qualitative and quantitative 
analysis. Shynkevich et al. [11] studied how the 
performance of a financial forecasting model was 
improved by the use of a concurrent, and 
appropriately weighted news articles, having 
different degrees of relevance to the target stock. 
The financial model supported the decision-making 
process of investors and traders. Textual pre-
processing techniques were utilized for the 
predictive system. A multiple kernel learning 
technique was applied to predict the stock price 
movements. The technique integrated information 
extracted from multiple news categories while 
separate kernels were used to analyze each 

category. The news articles were partitioned 
according to some factors from the industries and 
their relevance to the target stock. The experiments 
were performed on stocks from the health care 
sector. The results showed that the financial 
forecasting model had achieved better performance 
when data sources contain increased categories of 
the number of relevant news. An enhanced model 
for this study incorporated additional data source 
using historical prices and made predictions based 
on both textual and time series data. Additional 
kernels can be employed for different data sources. 
The use of new categorical features was to improve 
the forecasting performance. 

Linear regression is commonly used in 
financial analysis and forecasting. Many regression 
classifiers had demonstrated their usefulness to 
analyze quantitative data to make forecast by 
estimating the model parameters [12]. 

A regression driven fuzzy transform 
(RDFT) distributes a smoothing approximation of 
time series with a smaller delay as compared with 
moving average. This feature is important for 
forecasting tool where time plays a key role [33]. 

In high dimensional data, not all features 
are relevant and have an influence on the outputs. 
An Enhanced Feature Representation Based on 
Linear Regression Model for Stock Market 
Prediction was evaluated to investigate the 
statistical metrics used in feature selection that 
extracts the most relevant features to reduce the 
high dimensionality of the data. The statistical 
metrics include Information Gain, Term Frequency-
Invert Document Frequency and the Document 
Frequency. The study illustrated that the 
identification of the relevant feature representations 
produced better result in the prediction output [31]. 

Volatility indicates the risk of a security. 
The Generalized Autoregressive Conditional 
Heteroskedasticity (GARCH) process is an 
approach used to estimate volatility in financial 
markets. The Seemingly Unrelated Regressions 
(SUR) is a generalization of a linear regression 
model that comprises several indicator relationships 
that are linked by the fact that their volatilities are 
correlated. A GARCH-SUR model was evaluated 
and demonstrated that the existence of a significant 
relationship between the volatility of 
macroeconomic variables and the stock market 
volatility in the financial markets [32]. 

As a company raises investment capital by 
offering its security to the public for the first time 
in an Initial Public Offering (IPO), there is a lot of 
volatilities in the absence of IPO lock-up period 
which is a cooling-off period that  allows for the 



Journal of Theoretical and Applied Information Technology 
30th September 2018. Vol.96. No 18 

 © 2005 – ongoing  JATIT & LLS     

 

ISSN: 1992-8645                                                         www.jatit.org                                                        E-ISSN: 1817-3195  

 
6247 

 

newly issued securities to stabilize without 
additional selling pressures from insiders.  A study 
was conducted to investigate the lock-up provisions 
of IPOs and their effect on price changes around the 
lock-up expiry periods by analyzing the Efficient 
Market Hypothesis (EMH) in relation to the lock-
up provision by using the standard Event Study 
Methodology and the Comparison Period Returns 
Approach (CPRA). The results showed that 
regardless of whether the market risks were 
incorporated in the analysis, the financial markets 
remained in semi-strong form around the lock-up 
expiry date [29]. The results of the CPRA and the 
event study methodology also showed a positive 
abnormal trading volume at lock-up expiry date for 
most of the sectors in the IPO market [30]. 

Ma et al. [13] proposed a hybrid financial 
time series model by combining Support Vector 
Regression (SVR), Trend model and Maximum 
Entropy (ME) based on ANN for forecasting trends 
in fund index. The study showed that the hybrid 
model extracted the financial features 
characteristics to formulate an improved predictive 
model. 

A hybrid intelligent data mining 
methodology based on Genetic Algorithm - Support 
Vector Machine Model [14] was reviewed to 
explore stock market tendency. This approach 
makes use of the genetic algorithm for variable 
selection in order to improve the speed of support 
vector machine by reducing the model complexity, 
and then the historical data is used to identify stock 
market trends. 

Hybrid techniques can be used to improve 
the existing forecasting models due to the limitation 
of ANN like black box technique [15]. A 
combination of methods such as fuzzy rule-based 
system [16]-[17], fuzzy neural network [18] and 
Kalman filter with hybrid neuro-fuzzy architecture 
[19] have been developed to predict financial time 
series data. 

This research studies a hybrid approach 
through the use of KNN algorithm and a 
probabilistic method for predicting the stock price 
trends.  

 
1.1 Comparison of various learning classifiers 

 
When developing a classifier using various 

functions from different classifiers, it is important 
to compare the performances of the classifiers. 
Simulation results can provide us with direct 
comparison results for the classifiers with a 
statistical analysis of the objective functions. The 
hybrid KNN-Probabilistic model was compared 

with the supervised learning and classification 
algorithms, including KNN, Naïve Bayes, OneR 
and ZeroR.  

 
1.1.1 K-Nearest Neighbors Classifier 
 

The KNN algorithm is used to measure the 
distance between the given test instance and all the 
instances in the data set, this is done by choosing 
the k closest instances and then predict the class 
value based on these nearest neighbors. k is the 
assigned number of neighbors voting on the test 
instance. As such KNN is often referred to as case-
based learning or an instance-based learning where 
each training instance is a case from the problem 
domain. KNN is also referred to as a lazy learning 
algorithm due to the fact that there is no learning of 
the model required and all of the computation 
works happen at the time a prediction is requested.  
KNN is a non-parametric machine learning 
algorithm as it makes no assumptions about the 
functional form of the problem being solved. Each 
prediction is made for a new instance (x) by 
searching through the entire training set for the k 
most nearest instances and applying majority voting 
rule to determine the prediction outcome [20]. 

A variety of distance functions are 
available in KNN which include Euclidean, 
Manhattan, Minkowski and Hamming. The 
Euclidean distance function is probably the most 
commonly used in any distance-based algorithm. It 
is defined as [21] 

  (1) 

where, 

x and y are two data vectors and k is the number of 
attributes. 

The Manhattan distance function is defined as [21] 

d(x,y) = 


k

i 1

| xi - yi | 

(2) 

The Minkowski distance function is 
defined as [21] 

  

(3) 
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The distance functions for Euclidean, 
Manhattan and Minkowski are used for numerical 
attributes. 

The Hamming distance function is defined 
as [21] 

d(x,y) = 


k

i 1

| xi - yi | 

 
x = y ⇒ D = 0 

 x ≠ y ⇒ D = 1 
(4) 

Hamming distance is usually used for 
categorical attributes. The Hamming distance 
between two data vectors is the number of 
attributes in which they differ [21]. 
 
1.1.2 Bayes’ Theorem 
 

The Bayes’ theorem plays an important 
role in probabilistic learning and classification. The 
Bayesian classification represents a supervised 
learning method as well as a statistical method for 
classification. It has learning and classification 
methods based on probability theory.  The Bayesian 
classification is named after Thomas Bayes (1702-
1761), who proposed the Bayes’ theorem. Bayes’ 
theorem is often called Bayes’ rule. The Bayes’ rule 
uses prior probability of each category given no 
information about an item. Bayesian classification 
provides probabilistic methods where prior 
knowledge and observed data can be combined. It 
has a useful perspective for evaluating a variety of 
learning algorithms. The Bayesian classification 
calculates explicit probabilities for hypothesis and 
it is also robust to noise in input data. Given a 
hypothesis h and data D which bears on the 
hypothesis, Bayes’ theorem is stated as [22] 

 

P(h/D) = 
)(

)()/(

DP

hPDhP
  (5) 

 
where,  
 
P(D): independent probability of D 
 
P(h): independent probability of h: prior probability 
 
P(h|D): conditional probability of h given D: 
posterior probability 
 
P(D|h): conditional probability of D given h: 
likelihood 

a. Naïve Bayes Classifier 
 

The Naïve Bayes classifier is a 
classification method based on Bayes’ theorem 
with independence assumptions among predictors. 
A Naive Bayes classifier assumes that the presence 
of a particular attribute in a class is unrelated to the 
presence of any other attribute. A Naive Bayes 
model is easy to build, with no complicated 
iterative parameter estimation that makes it 
particularly useful for very large data sets. In spite 
of its simplicity, the Naïve Bayes classifier often 
does surprisingly well and is widely used due to the 
fact that it often outperforms other more 
sophisticated classification techniques. The Bayes’ 
rule from (5) can also be expressed as [23] 

 
P(h/D) = P(d1|h) x P(d2|h) x … P(dn|h) x P(h) 

 
(6) 

where, 
 
h1, h2, ... , hn be a set of mutually exclusive events 
that together form the sample space S.  
 
D be any event from the same sample space, such 
that P(D) > 0.  

b. Bayesian Network Classifier 
 

A Bayesian network is a type of graph 
which is used to model events for probabilistic 
relationships among a set of random variables. This 
can then be used for inference. The graph is called a 
directed acyclic graph (DAG). DAG contains nodes 
and edges. A node is also called a vertex. The 
nodes of the graph represent random variables. 
Edges represent the connections between the nodes. 
If two nodes are connected by an edge, it has an 
associated probability that it will transmit from one 
node to the other. The graph is directed and does 
not contain any cycles. A directed graph has 
ordered pairs of vertices and it consists of a set of 
vertices and a set of arcs. In a DAG diagram, a 
vertex is represented by a circle with a label, and an 
edge is represented by an arrow or line extending 
from one vertex to another. Bayesian Network 
provides a representation of the joint probability 
distribution over the variables. A problem domain 
is modeled by a list of variables X1, …, Xn. 
Knowledge about the problem domain is 
represented by a joint probability P(X1, …, Xn) [24]. 

A joint probability refers to the probability 
of more than one variable occurring together, such 
as the probability of event A and event B. Notation 
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for joint probability of two events takes the form 
P(A∩B) which denotes the probability of the 
intersection of A and B. 

Joint probability for dependent events of 
event A and event B can be expressed as [25] 

 
P(A∩B) = P(A) × P(B |A)  (7) 
 
where, 
 
“∩” denotes the point where A and B intersect. 
 
P(A) is the probability of event A occurs 
 
P(B |A) is the conditional probability of B given A 
 

Joint probability for independent events of 
event A and event B can be expressed as [25] 

 
P(A∩B) = P(A) × P(B)  (8) 
 

In a joint distribution for independent 
variables, two discrete random variables X and Y 
are independent if the joint probability mass 
function conforms to [25] 

 
P (X = x   and   Y = y) = P (X = x) × P (Y = y)  
for all x and y. 

(9) 
 

1.2 Related Works 
 
A study on a KNN approach that made use 

of economic indicators and classification 
techniques to predict the stock price trends yielded 
considerable precision. Four indicators were 
identified and calculated based on the technical 
indicators and their formulas. The values of the 
indicators were normalized in the range between -1 
and +1. Accuracy and F-measure were calculated to 
evaluate the performance of the model. Calculation 
of these evaluation measures required estimating 
Recall and Precision which were assessed from 
True Negative (TN), False Negative (FN), True 
Positive (TP) and False Positive (FP). The 
performance of the KNN model was improved by 
using the optimal value for the k parameter. The 
evaluation of the KNN model and its performance 
is illustrated in Table 1 [27]. 

Table 1: KNN Model Performance. 

Measurement K Parameter 
25 45 70 

Accuracy 0.8138 0.8059 0.8132 
F-measure 0.8202 0.8135 0.8190 

Another study examined a model named 
Integrated Multiple Linear Regression-One Rule 
Classification Model (Regression-OneR) that 
predicts the stock class outputs in classification 
form based on the initial predicted outputs in 
regression form. The regression classifiers were 
used to predict the outputs in continuous values as 
opposed to the classification classifiers which were 
used to predict the outputs in categorical values. As 
illustrated in Table 2, the result showed that the 
hybrid regression-classification approach produced 
better accuracy rate and lower Mean Absolute Error 
(MAE) and Root Mean Square Error (RMSE) as 
compared with the model which incorporated only 
a standard classification algorithm [28]. 

Table 2: Prediction Results of Classifiers. 

Classifier Accuracy MAE RMSE 
Regression-OneR 85.0746  0.1493  0.3863
OneR 71.6418 0.2836 0.5325 
ZeroR 64.1791 0.4619  0.4805
J48 Decision Tree 82.0896 0.2121 0.3796
REP Tree 76.1194 0.2764  0.4207

 
 
2. MATERIALS AND METHODS 
 

Data were collected from Bursa Malaysia 
which is the main stock exchange in Malaysia. The 
data sources are corporate annual reports which 
include income statements, cash flow and balance 
sheet. The features in the data set were formulated 
based on fundamental analysis. The features were 
financial ratios which are indicators of the 
companies’ financial health. Table 3 and Table 4 
illustrate the structure of data set 1 and data set 2. 
Data set 1 contains original data from 
heterogeneous sources with different data types 
used for currency values and financial ratios. All of 
the variables in data set 1 have numerical data type. 
The data in data set 1 was transformed into data set 
2 with variables in categorical data type. The 
transformed data set provides a way to measure 
rankings of stock price performance in a 
standardized data format. The transformation 
process is shown in Figure 1. 

Figure 1 illustrates that initially the 
numerical data from corporate reports were used as 
inputs. At this stage the data are raw facts. The raw 
data are then used for calculations of the financial 
ratios. The values in financial ratios are fractional 
type. At this stage the data are semantic but diverse. 
After that, the fractional data are then converted 
into standardized percentage values based on 
performance interpretations of the features. At this 
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stage the data are standardized. A ranking table is 
set up to group performance categories based on 
ranges of percentage values. The table is then used 
in data mapping to categorize the data from the 
percentage data format into the categorical data 
format. At this stage the data are interpretable. 

 
2.1 Data Sets 
 

The naming convention for the features in 
the data sets are closely resembled to the financial 
ratio terms which include debt/equity, asset 
turnover, cash flow and return on equity [26]. The 
original source of data in data set 1 contains 
numeric values which were then converted into 
categorical values in data set 2. Debt_Equity, 
Asset_Turnover, Cash_Flow, Return_on_Equity are 
the independent variables. The values of the 
independent variables are used to predict the value 
of the class variable named Price_Trend. The 
variable named Price in data set 1 contains 
numerical values which do not provide semantic 
interpretations of the stocks since various stocks 
have various prices. Whereas the variable named 
Price_Trend in data set 2 contains standardized 
categorical values which indicate positive or 
negative price trend. 

Table 3: Data set 1. 

Feature Data Type 
Debt_Equity Numeric 
Asset_Turnover Numeric 
Cash_Flow Numeric 
Return_On_Equity Numeric 
Price Numeric 

Table 4: Data set 2. 

Feature Data Type 
Debt_Equity Categorical 
Asset_Turnover Categorical 
Cash_Flow Categorical 
Return_On_Equity Categorical 
Price_Trend Categorical 

 

Debt/equity ratio serves as measure for a 
company's financial leverage; it is calculated by 
dividing a company's total liabilities by its 
stockholders' equity.  

Asset turnover reflects a company's sales 
revenue generated relative to the value of its assets. 
The asset turnover ratio indicates the efficiency 
with which a company is deploying its assets in 
generating revenue.   

Figure 1: Flowchart of Data Transformation 
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Cash flow is a measure of a company's 
financial health in terms of incomings and 
outgoings of cash, representing the operating 
activities of a company. 

Return on equity is a measure of 
profitability based on how much profit a company 
generates with each dollar of stockholders' equity. 

Price trend is the general direction and 
momentum of a market or of the price of security. 
If the price of security is going mainly upward, it is 
said to be on an upward price trend. The values of 
the dependable feature named “Price_Trend" 
consists of Profit and Loss labels. Profit indicates 
an upward price trend, whereas Loss indicates a 
downward price trend. 

The data set 2 is structured to suit the 
approach of the KNN-Probabilistic model. 

 
2.2 Methods 

The flow chart in Figure 2 illustrates the process 
flow of the proposed model. Using the parallel 
approach, the model starts with computing the prior 
probabilities and the probabilities based on KNN 
approach simultaneously on both the Profit class 
and Loss class. KNN initialization process involves 
the use of the k value for the nearest neighbors of 
test instances. KNN then calculates the number of 
Profit class and Loss class instances based on the k 
number of nearest neighbors in the vicinity of each 
test instance. The outcome generated from KNN is 
then used by the probabilistic method for further 
classification. 
  The probabilistic method calculates the 
prior probabilities of Profit class and Loss class 
based on the number of instances in the data set. 
The outcome from the earlier KNN approach is 
used as an input as the probabilities of Profit class 
and Loss class by the nearest neighbors method. 
The joint probabilities of Profit class and Loss class 
can then be calculated using the outcomes of the 
prior probabilities and the calculated KNN’s 
probabilities. Finally the predictive decision is 
made by comparing the joint probabilities of Profit 
class and Loss class. 

The steps adopted for classification by 
KNN are illustrated as follows: 

Steps: 

 Classification: KNN 

 Initialization of k value on nearest neighbors  
Figure 2: Flowchart of KNN-Probabilistic Model 
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 Compute the distance between the X query 
instance and all the training samples 

 Sort the distance values 

 Determine the nearest neighbors to the query 
instance based on the k value 

 Calculate the number of Profit instances of the 
nearest neighbors in the vicinity of X query 
instance 

 Calculate the number of Loss instances  of the 
nearest neighbors in the vicinity of X query 
instance 

 The steps adopted for classification by the 
probabilistic method is illustrated as follows: 

 Steps:  

 Classification: Probabilistic method 

 Calculate the prior probabilities of Profit class 
and Loss class from the data set 

 Calculate the KNN’s probabilities of Profit 
class and Loss class based on the number of 
Profit nearest neighbors and the number of 
Loss nearest neighbors. 

 Calculate the joint probabilities from the prior 
probabilities and KNN’s probabilities on Profit 
class and Loss class 

 Compare the joint probabilities of Profit class 
and Loss class 

 Select the predictive value from the class 
values with the highest joint probability 

 
3. RESULTS AND DISCUSSION 
 
3.1 Results 

 
The proposed model was tested and 

compared with four other standard algorithms, 
including KNN, Naïve Bayes, OneR and ZeroR. 
The test examined how accurate the tested 
algorithms predict the stock price trends, and 
evaluated the MAE and RMSE. Table 5 presents 
the test results.  

The hybrid KNN-Probabilistic model has 
allowed us to achieve an estimated accuracy of 
89.1725%, exceeding the stand alone KNN 
reported accuracy of 86.6667% and the Naive 
Bayes accuracy of 76.1194%. The accuracy rates 
for OneR and ZeroR classifiers were 71.6418% and 
64.1791% respectively. KNN-Probabilistic model 
has MAE rate of 0.0667% and RMSE rate of 

0.2582% which are much lower than the other 
classifiers. 

Table 5: Prediction Results of Classifiers. 

Classifier Accuracy 
(%) 

MAE RMSE 

KNN- 
Probabilistic 

93.3333 0.0667 0.2582 

KNN 86.6667 0.1333 0.3651 
Naive Bayes 76.1194 0.1726 0.2824 
OneR 71.6418 0.5325 0.6139 
ZeroR 64.1791 0.4619 0.4805 

 
Overall, KNN-Probabilistic model has 

better accuracy rate and error rates than the other 
classifiers used for comparisons. The test 
demonstrated that the hybrid mechanism of KNN 
and probabilistic method produced significantly 
improved results, compared with each of the KNN 
and Naïve Bayes classifiers. 

 
3.2 Discussion 
 

The proposed method begins with 
processing the data using data set 2, with each 
record contains a stock’s financial features and the 
predicted outcomes in a structured categorical 
format. Using these records as inputs, stock price 
trends were predicted using the proposed hybrid 
KNN-Probabilistic model. 

 For KNN, the features in the data set are 
the data points in metric space with notion of 
distance. Each of the data set record contains a set 
of vectors and class labels associated with each 
vector. Each class label is either labeled as Profit 
for positive class or is labeled as Loss for negative 
class. The k value decides how many neighbors that 
can influence the classification. Initial step in KNN 
is to determine the appropriate k value. The k value 
is very training-data dependent. A small k value 
means that noise will have a higher influence on the 
result and a large value creates an overfit model. 
The use of k-fold cross-validation indicates the k 
value led to the highest classified generalizability. 
Typically odd number is used as k value when the 
number of classes is two, so that a decision can be 
determined based on the class value with the higher 
number of instances. 

For KNN-Probabilistic model, an odd 
number k value is not required because a decision 
for prediction is not made at the initial stage of 
KNN classifier. A k value of even number is used 
to prevent unnecessary bias of unequal 
representations of the two classes at the stage of 
KNN method. A decision for prediction will be 
made based on the combined outcomes of the KNN 
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method and the probabilistic method. The KNN 
method determines the class instances that form the 
initial probabilities from the nearest neighbors’ 
perspective. The probabilistic method makes use of 
a combination of probabilities in its decision 
making. When the inputs for prior probability and 
probability based on KNN are available, the 
predictive model can calculate the joint probability 
and make prediction on the class outcome. 

The probabilistic model includes some 
functional relations between the unknown 
parameters and the observed data to allow us to 
make predictions. The goal of this statistical 
analysis is to estimate the unknown parameters in 
the proposed model. Initial stage includes 
identifying the optimal value for the k parameter. 
The computations used in the model include prior 
probability, probability in KNN and joint 
probability. The model has the following estimating 
computations. 

 
The probability estimations based on KNN 

are, 
 

The probability of Profit = The number of Profit 
instances of the nearest neighbors in the vicinity of 
the query instance / Number of k instances. 
 
The probability of Loss = The number of Loss 
instances of the nearest neighbors in the vicinity of 
the query instance / Number of k instances. 
 

The probabilities in KNN measures the 
support provided by the data for each possible 
value of the k parameter of KNN. 
 

The computations of prior probability are, 
 
The prior probability of Profit = Total number of 
Profit instances / Total number of all instances 
 
The prior probability of Loss = Total number of 
Loss instances / Total number of all instances 
 

The computations of joint probability are, 
 
Joint probability of Profit = The probability of 
Profit based on KNN × The prior probability of 
Profit 
 
Joint probability of Loss = The probability of Loss 
based on KNN × The prior probability of Loss 

The steps of the process used for 
probability comparison is, 
 

If Joint Probability of Profit > Joint Probability of 
Loss 

Then prediction = Profit 
Else 
If Joint Probability of Loss > Joint Probability of 
Profit 

Then prediction = Loss 
Else 
If Joint Probability of Profit == Joint Probability of 
Loss 

Then repeat and re-adjust the k parameter. 
 
4. CONCLUSION 

 
The aim of this research is to improve the 

statistical fitness of the proposed model to 
overcome a KNN problem due to its computation 
approach. The KNN classifier can compute the 
empirical distribution over the Profit and Loss class 
values in the k number of nearest neighbors. 
However, the outcome is less than adequate due to 
sparse data. The KNN classifier has underfitting 
issue as it does not cater to generalization of sparse 
data outside the range of nearest neighborhood. 

We have compared a hybrid KNN-
Probabilistic model with four standard algorithms 
on the problem of predicting the stock price trends. 
Our results showed that the proposed KNN-
Probabilistic model leads to significantly better 
results compared to the standard KNN algorithm 
and the other classification algorithms. 

The limitation of the proposed model is 
that it applies a binary classification technique. The 
actual output of this binary classification model is a 
prediction score in two-class. The score indicates 
the model's certainty that the given observation 
belongs to either the Profit class or Loss class. For 
future work, the knowledge component is to 
transform the binary classification into multiclass 
classification. The multiclass classification involves 
observation and analysis of more than the existing 
two statistical class values. Additional research will 
include the application of the probabilistic model to 
multiclass data in order to provide more specific 
information of each class value. The newly formed 
multiclass classification will contain five class 
labels named “Sell”, “Underperform”, “Hold”, 
“Outperform”, and “Buy”. In numerical values for 
mapping purpose, we will convert “Sell” to -2 
which implies strongly unfavorable; 
“Underperform” to -1 which implies moderately 
unfavorable; “Hold” to 0 which implies neutral; 
“Outperform” to 1 which implies moderately 
favorable; and “Buy” to 2 which implies strongly 
favorable. 
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