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ABSTRACT

Software testing is the primary approach that is used to test and evaluate software under development. The main goal of testing is to find defects before customers find them out. It is very costly. Therefore, reducing the cost of the test is a big challenge. This paper aims at reducing the cost of the test by eliminating the redundant test cases. Our methodology begins with generating the test cases randomly. The Procedural Language/Structured Query Language (PL/SQL) tool is used to generate test cases from the payroll system database functions. The SPSS software package is used to apply the K-means Clustering algorithm to reduce the test cases. The results reveal that the proposed approach significantly reduces the number of test cases from 776 to 240 while keeping the same coverage.

Keywords: Software Vulnerabilities, Software Complexity, Fault prediction, relation, code complexity

1. INTRODUCTION

Software Engineering is a field of study that is related to designing, implementing and modifying software to make it affordable and maintainable. Thus, the software testing is an important step to improve quality at each phase in the system development life cycle. The software testing is the process of finding errors and meeting the business goals with a good quality by minimizing the number of test cases. In fact, it is very hard to generate every possible test case manually. This issue has motivated researchers to invent different automated generating tools of test cases [1]. This automation allows a faster rate to generate thousands of test cases from a very simple given program. Unfortunately, the problem of the cost for running each test case, and knowing the output still exists, especially when the software is large. Also, if the test suite is very large, the execution of redundant test cases may take several days to be completed [1, 2, 3, 4].

In this paper, we used K-means Clustering technique [1,2] in order to reduce the number of test cases. Consequently, the time and cost of executing them will be minimized. The main purpose of using data mining in reducing the number of test cases is its ability to extract patterns of test cases that are invisible [5].

Figure 1 illustrates the framework of reducing the size of test suite.
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Figure 1: Framework of Test Suite Reduction [5]

We start our approach by building our data set that consists of the test cases of a given system. First, we automatically generate the test cases. Then, we apply the K-means Clustering algorithm. After that, the test cases that are far from the center of its cluster will be labeled as redundant test cases.

2. BACKGROUND

2.1 Software testing

Software testing is the process of detecting and finding errors. Detecting errors requires some
serials of inputs to test each function separately and other serials of inputs to make sure that those functions behave well with its all integrated functions. The software testing is a time consuming phase in the system development life cycle. The time which is spent on testing is mainly spent on the generation process of the test cases and testing them [1]. Anbarasu [4] defines software testing as “a process of ratifying the functionality of software”, which is one of the crucial processes that consumes a lot of time and then has a high cost. The time spent on testing is significantly related to the large number of test cases that are generated to be run. Unfortunately, those test cases are sometimes unreliable [4].

The main goal of testing is to detect errors as much as possible which makes the customer more confident in the quality of the software. So we need effective test cases that are able to detect the errors within the budget and scheduled limitation [5]. Testing activity is performed to make sure that changes and modifications during maintenance phase do not affect the existing behavior of the software badly [6]. It represents a way to deliver high quality software [6].

A test case is a representative value formulated by inputs to put the program under test. The actual result is compared with the expected result to verify reliability and consistency [5]. If they don't match, then there is a bug so some corrections have to be applied to the system. In this case, we say that the test case failed and a new test should be conducted. Notably, the skill of writing effective and efficient test cases can be achieved by some experience and deep study of the system requirements. In fact, writing those test cases manually consumes too much time and efforts so the automatic test case generator has been emerged.

A test suite contains thousands of test cases that can be automatically generated by tools for a simple program in few seconds, but the problem is the amount of time that is required to execute all of them. This test cases auto generation leads to the existence of redundant test cases [1]. Redundancy is the repeated data among different test cases. Those redundant or unnecessary test cases also cost too much. Obviously, the problem is how to choose the effective test cases and exclude all the redundant test cases that waste lots of time and effort [5].

The test suite reduction aims at identifying and removing all the redundant test cases; therefore, we minimize the number of tests from the test suite [10]. The problem was introduced in 1993 by Harrold et al. [16] as follows:

Given:

1. T is a test suite that consists of m test cases t1, t2, ..., tm.
2. R is a set of n test requirements r1, r2, ..., rn, that must be satisfied to provide the desired coverage of the program,
3. T1, T2, ..., Tn are sub sets of T, that are associated with one of the ri's such that each test case tj belonging to Ti can fulfill ri.

Problem:

- Find the most effective set of test cases from the test suite, T by removing the redundant ones and at the same time cover almost all of the requirements [10].

Generally, trying to find the minimal subset of the original test suite, which satisfies all requirements of T and covers the same set of the test requirements, is an NP-complete hard problem (one of the most fundamental complexity classes). In order to solve this issue, several approaches are used to test suite reduction. In this work, clustering is used for this purpose.

### 2.2 Data mining

Data mining is a computational process that has the ability to extract patterns from large data sets that are indivisible [6].

There are several approaches in data mining that can be used to extract patterns from large data set, such as classification, association, and clustering [4].

Classification is a learning process that classifies data into various classes according to a classification model, such as decision trees,
Support Vector Machine, and Artificial Neural Networks. It finds the common features among a group of objects [1] [6].

Association rules are the techniques that are used for discovering interesting relations or associations among different entities of an instance. With these associations, we are able to extract the association patterns from large data set [1] [6].

Clustering is one of the data mining techniques that is used to divide a dataset into meaningful groups. The main task of clustering analysis is to group a set of objects as “close” as possible in the same group and as “far” as possible to those in other groups based on Similarity [1] [8][9]. Clustering can be achieved by various algorithms like distance, density and grid based approaches. Here, clustering is one of the techniques which helps us to mine the test cases [1] [4]. A good clustering will lead to high quality clusters with minimum Intra-cluster distances and maximum Inter-cluster distances. Clustering is the most effective method of all the test case mining techniques to [8][10]. In order to facilitate this process of data clustering, we used a software package called SPSS.

3. LITERATURE REVIEW

3.1 Mining Techniques for Test case Reduction

Lilly Ramesh and G.V. Uma [9] proposed an approach that was able to automatically generate set of test cases from the requirement specification of the software. Firstly, they used weka tool in order to classify the requirements into functional and non-functional by using specific classification rules. Secondly, from non-functional requirements, state diagram was derived to specify the behavior of the system and to generate test cases. Finally, clustering algorithms were applied on the generated test cases in order to mine test cases and minimize the test suite size.

Another approach that was presented by Sarita Sharma and Anamika Sharma [12]. Firstly, they generated the test cases from the software requirement specification. Secondly, they reduced the number of test cases using data mining approach. In their approach, they formally transformed the software requirement specification into UML state model. Then, they automatically generated set of test cases from the model. Finally, they used the clustering algorithm to minimize the number of test cases.

Akour et al. [22] provide a systematic literature review that compare existing techniques for test case reduction. Their review summarized the cons and pros of the studied techniques and provided sort of guide lines for software testers.

Uma and Lilly[13] developed a mining approach that is used to get a good knowledge about the test cases and remove all the redundant ones. They developed a knowledge mining system that mines the test cases using attribute selection and k-mean clustering algorithm.

Chauhan et al. [8] proposed a methodology that is used to remove the redundant test cases by using density clustering technique. The density based approach grouped similar data objects based on connectivity and density functions. Firstly, the test cases were generated from Selenium tool, then Weka tool was used to apply DBSCAN clustering algorithm on them in order to remove redundant test cases with the help of suitable filter.

Saifan et al. [17] proposed new methodology to remove redundant test cases, they reduced the number of test cases based on two criteria average Cyclomatic Complexity and Code coverage, they ran one Java source code using Eclips SDK, the program was small of 885 LOC generated 504 test cases which also small number of test cases, then computing average Cyclomatic complexity metrics using CodePro Analytix tool, computed code coverage which consist of 4 types of coverage (instruction, method, branch, and line) using Eclemma tool, the values of previous 5 criteria were very high which means the program was complex, used SPSS to carry out clustering using K-mean algorithm, they chose only one single value for number of clusters K which was three based on the number of test cases, they called test cases which belong to the same cluster and far the same distance from cluster center "Redundant" test cases then they eliminated these redundant test cases and kept only one test case in the test
suite, the finding showed that 81.5% of test cases were redundant, obtained 93 unique test cases out of totally 504, also it gave good code coverage; the code coverage decreased by an acceptable different percentage for each type of coverage.

3.2 K-Means Clustering Technique

Subashini & JeyaMala [5] proposed new approach in clustering generate test cases using white box testing of 4 small Java source code and transferred it to control flow graph to obtain paths of the graph, the coverage criterion was Path coverage which represented number of paths covered by a test data, they toke only direct paths to compute path coverage criteria and ignored the branching, they applied K-mean clustering algorithm and chose random value to K, the result showed that testing performed in efficient way and reduced number of test cases so program can be checked with any clustered of test cases not overall set of test cases of independent path, their methodology didn't consider dependences between sub systems.

Muthyala & Naidu [1] used the same criteria to reduce the number of test cases among using two algorithms K-mean clustering algorithm and Pickupcluster algorithm to cluster test cases, they used Pickupcluster algorithm to generate random test cases then cluster these test cases using K-mean algorithm, they verified their methodology on simple program of 2 variables, the result yield good coverage and showed that as number of clusters increased then number of test cases will increased and Path coverage ratio (represented number of paths within a test case divided by overall program paths) will increased too, but in the experiment they didn’t include dependencies among test cases also Pickupcluster algorithm didn’t resolve the problem of test cases ordering, their methodology was limited to specific business rule.

Chai et al. [2] suggested a new approach that is used to reduce the number of test cases using k-mean clustering algorithm. They performed both white box testing and black box testing approaches, trying to minimize the size of test cases. In their methodology, they used pix software to automatically generate test cases for both the black and white boxing testing. For black boxing testing, they were able to reduce the number of test cases from 648 to 486 and then to 324 while clustering maintain the same coverage.

Prasad et al. [18] proposed Hybrid optimization algorithms for pairwise test suit generation, used clustering technique among 2 algorithms K-mean and K-medoid algorithms to remove redundant test cases, they designed and implemented a system of 3 parts the number of parameters in the system, each parameter values, and the number of values for each parameter in a matrix as initial input of the input model, in the internal module they combined initial input as pairs and apply K-mean algorithm based on Euclidian distance measure and K-medoid algorithms to cluster test suite, and output module was matrix of an optimal test suite generated in optimized pair wise. To verify the efficiency of their approach they applied it on seven different systems, researchers didn’t mention any properties of the systems or test cases used in the experiment, then compared the result with five algorithms namely All pairs, AETG, PICT, SPC, and PTSG_K, the finding showed that number of test cases generated by this technique were quite minimal, K-mean and K-medoid algorithms were competitive and enhanced the efficiency of testing. Their methodology wasn’t automated, based on their methodology all parameters will be combined as pairs and tested at least once so it will not be suitable to large systems also it will increase time complexity.

K-mean clustering and GA used as hybrid technique to obtain reliable test cases that satisfies 100% of the path coverage. Khan & Amjad, [19] proposed algorithm to generated randomly test cases then cluster test cases using K-mean algorithm and applied the clustered test cases to control flow graph (CFG) and check path coverage for each cluster, selected clusters which its coverage less than 100% , dropped cluster which was the minimum path coverage percent and cluster that it paths exist in other clusters( redundant test cases) then applied GA operation to generate randomly new test cases and stopped until test cases achieved 100% of path coverage, they applied their algorithm on Java program of XY, they designed DFD and
obtain four paths then generated 47 randomly input values, chose number of clusters to be 4, researcher didn’t mention reason to choose this value, each cluster contained a set of input then applied it on CFG of XY to obtain path coverage percent for each cluster they founded cluster1 coverage was 67% covered path 1 and 3, cluster2 was the same, cluster3 coverage was 33% covered only path 3, and cluster4 coverage was 67% covered path 2 and 3, they dropped cluster 2 and cluster 3 then applied GA on cluster1 and cluster4, because path coverage was less than 75% crossover operation was applied to generate new input data, GA stopped after 51 generation and achieved minimal set of test cases that satisfies 100% path coverage and represent optimal solution. Researchers achieved optimal solution, but it needed 51 generation, which was high number, improvement should be made to reduce the number of GA generation.

### 3.3 Hybrid Technique

Hybrid technique is a combination of two techniques used to enhance the finding, solve a problem of test cases reduction, and optimize test suite size. Fuzzy Clustering and Genetic Clustering are examples on Hybrid techniques used to optimize test case reduction.

#### Clustering and Fuzzy logic

Fuzzy Clustering also called Soft Clustering, in contrast of the ordinary clustering were each test case is belong to only one cluster and test cases which are more similar to each other will belong to the same cluster, in soft clustering a test case can belong to more than one cluster, each test case is associated with group of different membership degrees which determine the strength of test case with a specific cluster, membership degrees range from zero to one, a test case at a cluster center is greater degree than boundary of cluster.

#### Fuzzy C-mean clustering algorithm

Fuzzy C-mean clustering algorithm (FCM) is one of the most important fuzzy clustering algorithm, C represent number of clusters, it divided a set of test cases to a set of c-fuzzy clusters, each test case is associated to more than one fuzzy cluster based on membership degree, cluster center is a mean of all points, degree is inversely associated with the distance between cluster center and test cases.

Kumar & Bhatia [20] proposed Fuzzy Clustering to remove redundant test cases, they generated test cases manually and automatedly, initial guess to number of clusters C needed, reliable initial C was essential gab to this approach although the final number of C will be specified among the experiment, applied c-fuzzy algorithm then "Select Cluster algorithm" which applied c-mean clustering algorithm and selected a tuple from each cluster to minimize the number of test cases, saved the finding to a file and used it to examine two criteria Path and Condition coverage until acceptable value of them was obtained then reassign a value to C little greater than previous one and reapplied the algorithm, computed Standard deviation of all clusters centers, the point at which Standard deviation stopped minimizing and started rising considered as optimal number of C. researchers evaluated their methodology on program that determine natural root of quadratic formula its inputs 3 Int (a, b, and c) values range from zero to 100 and output one of these "not quadratic formula, real roots, imaginary roots, equal roots", they generated 500 test cases, chose Cyclomatic complexity as initial value to C which represented 7 different condition statements covered fully condition coverage, applied both algorithm and repeated it until all paths / conditions covered, they increased C from 7 to 8, 9, 10, and 11 respectively, the finding showed that Standard deviation for clusters centers were (0.957688, 0.221492, 0.03492, 1.354922, 1.606047) respectively, they chose optimal number C equal 9 which was minimal standard deviation that represented best code coverage and optimal solution to solve test case redundancy, researchers achieved single objective for test case reduction based only on the coverage and didn’t consider reduction ratio in to account.

Geetha & JeyaMala [21] applied the same approach on another domain an Object-Oriented system, used new criteria a Reflection technique to remove redundant test to solve the problem of
objects ordering, it classified objects into two types: the first was dependent object assigned highest priority based on its ability to call large numbers of data members, and independent object assigned less priority. This classification happened while Runtime, so it needs expert developer in high level of object oriented language and problems happening with compiler. Their methodology consisted of 3 phases to classify objects if they were dependent or independent in Runtime, Clustering technique grouped data items of both dependent and independent objects based on its data types in to clusters, were data items of the same data type associated to the same cluster, the data types were (Int, Short, Long, Double, and String), thus selecting a test case from each cluster reduce number of test cases, then they applied If Then Rule based on Fuzzy logic, they chose only one data member from each cluster, applied If Then Rule to test only one data member from each cluster, numeric data types generated test case of negative and positive numbers, zero, and boundaries of negative and positive numbers, String data type generated three types of test cases a valid string, invalid string, and null. The values were pointed, and the overall values compared with the expected points if they were equal that meant all data types of all data members of all objects were tested with minimal number of test cases. They evaluated their system by student developed object oriented system. Dealing with object oriented system is very hard, complex, and time consuming so automated tool must be developed to save time and cost of testing process. Java Application implemented in Netbeans IDE, the rest of the experiment wasn't automated. Researchers minimized the number of test cases of objects without compromising software quality.

4. RESEARCH METHODOLOGY

The following section presents a detailed discussion of the proposed steps.

4.1 Research Tools

Statistical Package for the Social Sciences (SPSS):

SPSS is a comprehensive system for analyzing data. It has the ability to create tables and graphs from several types of files. It is able to deal with large amounts of data and it can be implemented in all analysis covered by the text and more. It is commonly used in the Social Sciences, governmental offices, health researches, education researches, survey companies, marketing organizations, data miners, and others. There are different clustering algorithms that are implemented in it. In this paper, we only apply K-Means clustering.

Procedural Language/Structured Query Language (PL/SQL) Developer:

PL/SQL Developer 10.0 [15] is an "Integrated Development Environment that is specifically targeted at the development of stored program units for Oracle Databases. Over time we have seen more and more business logic and application logic move into the Oracle Server, so that PL/SQL programming has become a significant part of the total development process. PL/SQL Developer focuses on ease of use, code quality and productivity, key advantages during Oracle application development"[15]. In this work, PL/SQL is used to generate test cases.

<table>
<thead>
<tr>
<th>INPUT1</th>
<th>INPUT2</th>
<th>REQ</th>
<th>RESULT</th>
<th>COMPLEXITY</th>
</tr>
</thead>
<tbody>
<tr>
<td>1852.574</td>
<td>2300</td>
<td>calc_pct</td>
<td>Pass</td>
<td>med</td>
</tr>
<tr>
<td>8471.429</td>
<td>1450</td>
<td>calc_rem</td>
<td>Pass</td>
<td>low</td>
</tr>
<tr>
<td>3887.464</td>
<td>6600</td>
<td>calc_pct</td>
<td>Pass</td>
<td>med</td>
</tr>
<tr>
<td>-472.705</td>
<td>600</td>
<td>calc_rem</td>
<td>Pass</td>
<td>low</td>
</tr>
<tr>
<td>201.93</td>
<td>300</td>
<td>calc_pct</td>
<td>Pass</td>
<td>med</td>
</tr>
</tbody>
</table>
4.2 EXPERIMENTAL RESULTS

Our data set is a random input for payroll functions generated from a procedure that randomly tests those functions and then stores (1) the function name, (2) the function result (pass or fail), and (3) the level of complexity of the tested function and the input parameters for each function into the data base. The PL/SQL tool that is used to write the above procedure allows us to export the results into an excel file to store the redundant test cases and load it to the SPSS tool to apply the K-means Clustering algorithm. Table 1 is a sample of our data set which includes the names of attributes {INPUT1, INPUT2, REQUIREMENT, RESULT AND COMPLEXITY} and the provided test data (776 test cases).

The second step is applying K-means Clustering on our data set using the SPSS tool. Since the k-means algorithm clusters the data into different clusters based on distances, we have to decode the string results into digits, so calc_pct function is replaced with 345, pass and fail are replaced with 1 and 0, and finally low and med are replaced with 100 and 1000. Table 2 shows the previous sample dataset after replacements.

<table>
<thead>
<tr>
<th>INPUT1</th>
<th>INPUT2</th>
<th>REQ</th>
<th>RESULT</th>
<th>COMPLEX</th>
</tr>
</thead>
<tbody>
<tr>
<td>1852.574</td>
<td>2300</td>
<td>123</td>
<td>1</td>
<td>1000</td>
</tr>
<tr>
<td>8471.429</td>
<td>1450</td>
<td>345</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>3887.464</td>
<td>6600</td>
<td>123</td>
<td>1</td>
<td>1000</td>
</tr>
<tr>
<td>-472.705</td>
<td>600</td>
<td>345</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>201.93</td>
<td>300</td>
<td>123</td>
<td>1</td>
<td>1000</td>
</tr>
</tbody>
</table>

In this step, we determine the number of cluster to be 4 clusters and select iterate option to enable the cluster center to change after each record of the dataset allocated. Firstly, the cluster center is allocated for each variable in the data set. Figure 3 illustrates that the initial center of cluster 1 for INPUT1 is 4800000.

After finishing the initial cluster centers, every case is assigned to the closest cluster based on its distance from the cluster centers. In each iteration, every case allocated in clusters forces the clusters center to be recalculated. The iterations converge when the cluster centers remains unchanged. In our dataset, four iterations are sufficient as shown in Figure 4.
Finally, Cluster Centers for each variable are calculated as illustrated in Figure 5. At the end of the iterations, all cases have been allocated into clusters depending on the last group of cluster centers. Notably, in Figure 5, the cluster center for REQUIREMENT, RESULT AND COMPLEXITY is the same for each cluster; therefore, it will not play a major role in classifying the tuple. The dominant variable is INPUT1 and INPUT2 where the cluster centers are obviously varied. Cluster 3 center for INPUT1 and INPUT2 has the smallest value, while cluster 2 has the largest value.

As illustrated in Figure 7, two new columns in the test case data sheet are shown. The first column indicates which cluster the record of the test case lies, while the second one indicates the distance between this record and its cluster center.

The third step is to export this result to an excel file which will enable us to remove the redundant test cases based on the distance from the center. The exported excel sheet is shown in Figure 8.
Finally, after removing the test cases which are far from the clusters centers, the number of test cases is reduced to 240 as shown in Figure 9.

To strengthen our work, it was evaluated through testing the coverage. We loaded the reduced test cases into oracle data base table and tested the two functions (calc_rem, calc_pct) by using INPUT1 and INPUT2 stored in the reduced file. As a result, we found that the reduced results almost cover all Pass and Fail paths of the both functions.

5. CONCLUSION

In this paper, we used K-Means Clustering to reduce the size of test cases significantly. We started by generating the test cases from the PL/SQL tool. Then, we applied the K-Means Clustering algorithm. After that, we removed the redundant test cases based on the distance from the test case cluster centers. The results showed that K-Means Clustering algorithm is a good test suite reduction technique, since it significantly helps us to locate the redundant test cases and reduce them from 776 to 240 test cases with the same coverage.
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