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ABSTRACT 
 

Many different approaches have already been studied for sentiment classification for many years because It 
has been significant in everyday life, such as in political activities, commodity production, and commercial 
activities. A new model using an unsupervised learning for big data sentiment classification has been 
proposed in this survey. We have used a Self-Organizing Map Algorithm (SOM) to cluster all sentences of 
one document of the testing data set comprising 8,500,000 documents, which are the 4,250,000 positive and 
the 4,250,000 negative in English, into either the positive polarity or the negative polarity certainly. In this 
survey, we do not use any data sets. We do not any one-dimensional vectors based on a vector space 
modeling (VSM). We also do not use any multi-dimensional vectors based on the VSM. We only use many 
one-dimensional vectors based on many sentiment lexicons of our basis English sentiment dictionary 
(bESD). The valences and the polarities of the sentiment lexicons of the bESD are calculated by using An 
Odds Ratio Coefficient (ORC) through a Google search engine with AND operator and OR operator. We 
also do not use many multi-dimensional vectors based on the sentiment lexicons of the bESD. With one 
document of the testing data set, the SOM is used to cluster all the sentences of this document into either 
the positive or the negative on a map. The sentiment classification of this document is identified based on 
this map completely. We have tested the proposed model in both a sequential environment and a distributed 
network system. We have achieved 88.14% accuracy of the testing data set. The execution of the proposed 
model in the sequential system is greater than that in the parallel network environment. Many applications 
and research of the sentiment classification can widely use the results of the proposed model.                                                           

Keywords: English Sentiment Classification; Distributed System; Parallel System; Odds Ratio Similarity 
Coefficient; Cloudera; Hadoop Map And Hadoop Reduce; Clustering Technology; Self-
Organizing Map                                           

 
1. INTRODUCTION  
 

Many algorithms of the different fields such as a 
data mining, a computer science, a natural language 
processing and etc. have already been developed 
more and more. They are also used in applying to 
sentiment classification. The data mining and the 
natural language processing have had many 
significant relationships for many years. About 
clustering technologies of the data mining, a set of 
objects is processed into classes of similar objects, 

called clustering data. One cluster is a set of data 
objects which are similar to each other and are not 
similar to objects in other clusters. A number of 
data clusters can be clustered, which can be 
identified following experience or can be 
automatically identified as part of clustering 
method. 

Many approaches based on many sentiment 
lexicons for the sentiment classification have been 
developed for many years. There are the reseaches 
related the sentiment lexicons in [4-14]. 
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According to the surveys related the Self-
Organizing Map Algorithm (SOM) in [20-24],  a 
self-organizing map (SOM) or self-organizing 
feature map (SOFM) is a type of artificial neural 
network (ANN) that is trained using unsupervised 
learning to produce a low-dimensional (typically 
two-dimensional), discretized representation of the 
input space of the training samples, called a map, 
and is therefore a method to do dimensionality 
reduction. Self-organizing maps differ from other 
artificial neural networks as they apply competitive 
learning as opposed to error-correction learning 
(such as backpropagation with gradient descent), 
and in the sense that they use a neighborhood 
function to preserve the topological properties of 
the input space. 

Also based on the SOM in [20-24], the 
advantages of the SOM are as follows: It is an 
unsupervised learning. We do not need any training 
data sets in English for the SOM. It shows many 
multi-dimensional data sets into either the one-
dimensional data sets or the two-dimensional data 
sets, etc. 

We build the basic principles for our new model 
as follows: 

• We assume that each English sentence has 
m English words (or English phrases). 

• We assume that the maximum number of 
one English sentence is m_max terms (words or 
phrases); it means that m is less than m_max or m is 
equal to m_max. 

• We assume that each English document 
has n English sentences. 

• We assume that the maximum number of 
one English document is n_max sentences; it means 
that n is less than n_max or n is equal to n_max. 

• We transfer one sentence into one one-
dimensional vector in English. Thus, the length of 
the vector is m. If m is less than m_max then each 
element of the vector from m to m_max-1 is 0 
(zero). 

• All the sentences of one document of the 
testing data set are transfer on many sentiment 
lexicons of our basis English sentiment dictionary 
(bESD). 

Based on our opinion, the motivation of this new 
model is as follows: Many algorithms in the data 
mining field can be applied to natural language 
processing, specifically semantic classification for 
processing millions of English documents. An Odds 
Ratio Coefficient (ORC) and the SOM of the 
clustering technologies of the data mining filed can 
be applied to the sentiment classification in both a 
sequential environment and a parallel network 
system. This will result in many discoveries in 

scientific research, hence the motivation for this 
study. 

The novelty of the proposed approach is as 
follows: the Odds Ratio Coefficient (ORC) and the 
SOM are applied to sentiment analysis. This  can 
also be applied to identify the sentiments (positive, 
negative, or neutral) of millions of many 
documents. This survey can be applied to other 
parallel network systems. Hadoop Map (M) and 
Hadoop Reduce (R) are used in the proposed 
model. Therefore, we will study this model in more 
detail. 

With the purpose of this survey, we always try to 
find a new approach to reform many accuracies of 
the results of the sentiment classification and to 
shorten many execution times of the proposed 
model with a low cost.  

To get higher accuracy and shorten execution 
time of the sentiment classification, we dot not use 
any data sets. We do not any one-dimensional 
vectors based on a vector space modeling (VSM) in 
[1-3]. We also do not use any multi-dimensional 
vectors based on the VSM [1-3]. We only use many 
one-dimensional vectors based on many sentiment 
lexicons of our basis English sentiment dictionary 
(bESD). We also do not use many multi-
dimensional vectors based on the sentiment 
lexicons of the bESD. We create the sentiment 
lexicons of the bESD by using An Odds Ratio 
Coefficient (ORC) through a Google search engine 
with AND operator and OR operator. All the n_max 
sentences of one document of the testing data set 
are transferred into the n_max one-dimensional 
vectors of the document. We use the SOM to cluster 
the n_max one-dimensional vectors of the 
document into either the positive polarity or the 
negative polarity with the input of the SOM is the 
n_max one-dimensional vectors of this document. 
The document is identified the sentiment 
classification based on the results of the n_max one-
dimensional vectors clustered into either the 
positive or the negative. 

Our proposed model is performed as follows: 
Firstly, we calculate the valences and the polarities 
of the sentiment lexicons of the bESD using the 
ORC through the Google search engine with AND 
operator and OR operator. We transfer all the 
n_max sentences of one document of the testing 
data set into the n_max one-dimensional vectors of 
this document. All the n_max one-dimensional 
vectors of this document are clustered into either 
the positive polarity or the negative polarity by 
using the SOM with the input is the n_max one-
dimensional vectors. We set an initialization of the 
SOM with its map in Fig. 1 as follows: 
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Fig. 1: An Initialization Of The SOM – The Map 

 
Then, after the SOM is implemented completely, 

we have the Map in Fig. 2 as follows: 

 
Fig. 2: The Final Map – The Result Of Clustering By 

Using The SOM 
 

 In Fig. 2, we have the vector 1 (0.1, 0), the 
vector 2 (0, 0.2), the vector 3 (0.3, 0.3), the vector 4 
(0.4, 0.1) , and the vector 5 (0.2, 0.5). With the 
vector 1, the column of the positive polarity is 0.1 
and the column of the negative polarity is 0, Thus, 
the value of the column of the positive polarity is 
greater than the value of the column of the negative 
polarity, therefore this vector is clustered into the 
positive. With the vector 2, the column of the 
positive polarity is 0 and the column of the negative 
polarity is 0.2. Therefore, the value of the column 
of the positive polarity is less than the value of the 
column of the negative polarity, thus this vector is 
clustered into the negative. With the vector 3, the 
column of the positive polarity is 0.3 and the 
column of the negative polarity is 0.3. So, the value 
of the column of the positive polarity is as equal as 
the value of the column of the negative polarity, 
therefore this vector is not clustered into both the 
positive and the negative. It meas that this vector is 
clustered into the neutral polarity. With the vector 4 
(0.4, 0.1), the column of the positive polarity is 0.4 
and the column of the negative polarity is 0.1. Thus, 
the value of the column of the positive polarity is 

greater than the value of the column of the negative 
polarity, so this vector is clustered into the positive. 
With the vector 5, the column of the positive 
polarity is 0.2 and the column of the negative 
polarity is 0.5. Therefore, the value of the column 
of the positive polarity is less than the column of 
the negative polarity, thus this vector is clustered 
into the negative. One document is clustered into 
the positive if the number of the one-dimensional 
vectors (corresponding to the sentences of this 
document) clustered into the positive is greater than 
the number of the one-dimensional vectors 
(corresponding to the sentences of this document) 
clustered into the negative in the document. The 
document is clustered into the negative if the 
number of the one-dimensional vectors clustered 
into the positive is less than the number of the one-
dimensional vectors clustered into the negative in 
the document. The document is clustered into the 
neutral if the number of the one-dimensional 
vectors clustered into the positive is as equal as the 
number of the one-dimensional vectors clustered 
into the negative in the document. Finally, the 
sentiment classification of all the documents of the 
testing data set is identified completely. 

Firstly, all the above things are performed in the 
sequential system to get an accuracy of the result of 
the sentiment classification and an execution time 
of the result of the sentiment classification of the 
proposed model. Secondly, we implement all the 
above things in the parallel network environment to 
shorten the execution times of the proposed model 
to get the accuracy of the results of the sentiment 
classification and the execution times of the results 
of the sentiment classification of our new model 

The crucial contributions of our new model can 
be applied to many areas of research as well as 
commercial applications as follows: 

1)Many surveys and commercial applications can 
use the results of this work in a significant way. 

3)The algorithms are built in the proposed model. 
4)This survey can certainly be applied to other 

languages easily. 
5)The results of this study can significantly be 

applied to the types of other words in English. 
6)Many crucial contributions are listed in the 

Future Work section. 
7)The algorithm of data mining is applicable to 

semantic analysis of natural language processing. 
8)This study also proves that different fields of 

scientific research can be related in many ways.  
9)Millions of English documents are successfully 

processed for emotional analysis. 
10)The semantic classification is implemented in 

the parallel network environment. 
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11)The principles are proposed in the research. 
12)The Cloudera distributed environment is used 

in this study. 
13)The proposed work can be applied to other 

distributed systems. 
14)This survey uses Hadoop Map (M) and 

Hadoop Reduce (R). 
15)Our proposed model can be applied to many 

different parallel network environments such as a 
Cloudera system 

16)This study can be applied to many different 
distributed functions such as Hadoop Map (M) and 
Hadoop Reduce (R). 

17)The SOM – related algorithms are proposed 
in this survey. 

18)The ORC – related algorithms are built in this 
work. 

This study contains 6 sections. Section 1 
introduces the study; Section 2 discusses the related 
works about the vector space modeling (VSM), 
Self-Organizing Map Algorithm (SOM)  and Odds 
Ratio Coefficient (ORC), etc.; Section 3 is about the 
English data set; Section 4 represents the 
methodology of our proposed model; Section 5 
represents the experiment. Section 6 provides the 
conclusion. The References section comprises all 
the reference documents; all tables are shown in the 
Appendices section. 

 
2. RELATED WORK 
 

We summarize many researches which are 
related to our research.  

There are the works related to vector space 
modeling (VSM) in [1-3]. In this study [1], the 
authors examined the Vector Space Model, an 
Information Retrieval technique and its variation. In 
this survey [2], the authors considered multi-label 
text classification task and apply various feature 
sets. The authors considered a subset of multi-
labeled files from the Reuters-21578 corpus. The 
authors used traditional tf-IDF values of the 
features and tried both considering and ignoring 
stop words. The authors also tried several 
combinations of features, like bigrams and 
unigrams. The authors in [3] introduced a new  
weighting method  based onstatistical estimation of 
the importance of a word for a specific 
categorization problem. This method also had the 
benefit to makefeature selectionimplicit, since 
uselessfeatures  for the categorization 
problemconsidered  getavery  small weight. 

The latest researches of the sentiment 
classification are [4-14]. In the research [4], the 
authors presented their machine learning 

experiments with regard to sentiment analysis in 
blog, review and forum texts found on the World 
Wide Web and written in English, Dutch and 
French. The survey in [5] discussed an approach 
where an exposed stream of tweets from the Twitter 
micro blogging site were preprocessed and 
classified based on their sentiments. In sentiment 
classification system the concept of opinion 
subjectivity has been accounted. In the stedudy, the 
authors present opinion detection and organization 
subsystem, which have already been integrated into 
our larger question-answering system, etc. 

The surveys related the Odds Ratio coefficient 
are in [15-19]. The authors in [15] collected 76 
binary similarity and distance measures used over 
the last century and reveal their correlations through 
the hierarchical clustering technique. In [16], 
because the odds ratio has many desirable 
properties, and some investigators may find the 
odds ratio is easier to interpret, the authors 
discussed modelling the association between binary 
responses at pairs of times with the odds ratio, etc. 

There are the researches related the Self-
Organizing Map Algorithm (SOM) in [20-24]. In 
[20], the self-organized map, an architecture 
suggested for artificial neural networks, was 
explained by presenting simulation experiments and 
practical applications. The self-organizing map had 
the property of effectively creating spatially 
organized internal representations of various 
features of input signals and their abstractions. In 
[21], the Kohonen Self-Organizing Map (SOM) 
was one of the most well-known neural network 
with unsupervised learning rules; it performed a 
topology-preserving projection of the data space 
onto a regular two-dimensional space. Its 
achievement has already been demonstrated in 
various areas, but this approach is not yet widely 
known and used by ecologists. The present work 
described how SOM can be used for the study of 
ecological communities, etc. 

By far, we know that PMI (Pointwise Mutual 
Information) equation and SO (Sentiment 
Orientation) equation are used for determining 
polarity of one word (or one phrase), and strength 
of sentiment orientation of this word (or this 
phrase). Jaccard measure (JM) is also used for 
calculating polarity of one word and the equations 
from this Jaccard measure are also used for 
calculating strength of sentiment orientation this 
word in other research. PMI, Jaccard, Cosine, 
Ochiai, Tanimoto, and Sorensen measure are the 
similarity measure between two words; from those, 
we prove that the ODDS RATIO coefficient (ORC) 
is also used for identifying valence and polarity of 
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one English word (or one English phrase). Finally, 
we identify the sentimental values of English verb 
phrases based on the basis English semantic 
lexicons of the basis English emotional dictionary 
(bESD). 

There are the works related to PMI measure in 
[25-37]. In the research [25], the authors generated 
several Norwegian sentiment lexicons by extracting 
sentiment information from two different types of 
Norwegian text corpus, namely, news corpus and 
discussion forums. The methodology was based on 
the Point wise Mutual Information (PMI). The 
authors introduced a modification of the PMI that 
considers small "blocks" of the text instead of the 
text as a whole. The study in [26] introduced a 
simple algorithm for unsupervised learning of 
semantic orientation from extremely large corpora, 
etc. 

Two studies related to the PMI measure and 
Jaccard measure are in [38-39]. In the survey [38], 
the authors empirically evaluated the performance 
of different corpora in sentiment similarity 
measurement, which is the fundamental task for 
word polarity classification. The research in [39] 
proposed a new method to estimate impression of 
short sentences considering adjectives. In the 
proposed system, first, an input sentence was 
analyzed and preprocessed to obtain keywords. 
Next, adjectives are taken out from the data which 
is queried from Google N-gram corpus using 
keywords-based templates. 

The works related to the Jaccard measure are in 
[40-46]. The survey in [40] investigated the 
problem of sentiment analysis of the online review. 
In the study [41], the authors were addressing the 
issue of spreading public concern about epidemics. 
Public concern about a communicable disease can 
be seen as a problem of its own, etc. 

The surveys related to the similarity coefficients 
to calculate the valences of words are in [52-56]. 

The English dictionaries are [57-62] and there are 
more than 55,000 English words (including English 
nouns, English adjectives, English verbs, etc.) from 
them. 

 
3. DATA SET 
 
Based on Fig. 1 below, we built our the testing data 
set including the 8,500,000 documents in the movie 
field, which contains the 4,250,000 positive and 
4,250,000 negative in English. All the documents in 
our English training data set are automatically 
extracted from English Facebook, English websites 
and social networks; then we labeled positive and 
negative for them. 

Fig. 3: Our Testing Data Set In English. 
 

4.  METHODOLOGY 
 
 An overview of the proposed model is shown in 
Fig. 4. This section comprises two parts. The first 
part is the sub-section (4.1) which we create the 
sentiment lexicons of the bESD in both a sequential 
environment and a parallel network system. The 
second part is the sub-section (4.2) which we use 
the SOM to cluster the documents of the testing 
data set into either the positive or the negative. 

Fig. 4: Overview Of Our New Model. 
 
 The sub-section (4.1) has three parts. The first 
part is the sub-section (4.1.1) which we calculate 
the valence and the polarity of one term (word or 
phrase) in English by using the ORC through the 
Google search engine with AND operator and OR 
operator. The second part is the sub-section (4.1.2) 
which we identify the valences and the polarities of 
the sentiment lexicons of the bESD in a sequential 
system. The third part is the sub-section (4.1.3) 
which we calculate the valences and the polarities 
of the sentiment lexicons of the bESD in a parallel 
network environment. 
The sub-section (4.2) comprise two parts. The first 
part is the sub-sectin (4.2.1) which we use the SOM 
to cluster the documents of the testing data set into 
either the positive or the negative in a sequential 
environment. The second part is the sub-section 
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(4.2.2) which we use the SOM to cluster the 
documents of the testing data set into either the 
positive or the negative in a parallel network 
system. 

 
4.1 The sentiment lexicons in English                 

This section is used to create the sentiment 
lexicons in English in both a sequential 
environment and a distributed system. 

The section comprises three parts. We identify a 
sentiment value of one word (or one phrase) in 
English in the first sub-section (4.1.1). We create a 
basis English sentiment dictionary (bESD) in a 
sequential system in the second sub-section (4.1.2). 
We also create a basis English sentiment dictionary 
(bESD) in a parallel environment in the third sub-
section (4.1.3). 

 
4.1.1 A valence of one word (or one phrase) in 

English 
 In this part, the valence and the polarity of one 
English word (or phrase) by using the ORC through 
a Google search engine with AND operator and OR 
operator are calculated, as the following diagram in 
Fig. 5 below shows. 

Fig. 5:  Overview Of Identifying The Valence And 
The Polarity Of One Term In English Using An 

Odds Ratio Coefficient (ORC) 
 
 We have an equation about Pointwise Mutual 
Information (PMI) between two words wi and wj 
based on [24-39] as follows: 
 

𝑃𝑀𝐼ሺ𝑤𝑖, 𝑤𝑗ሻ ൌ 𝑙𝑜𝑔ଶሺ
𝑃ሺ𝑤𝑖, 𝑤𝑗ሻ

𝑃ሺ𝑤𝑖ሻ𝑥𝑃ሺ𝑤𝑗ሻ
ሻ         ሺ1ሻ 

  

 We also have an equation about SO (sentiment 
orientation) of word wi according to [1-15] as 
follows:  
 

𝑆𝑂 ሺ𝑤𝑖ሻ ൌ 𝑃𝑀𝐼ሺ𝑤𝑖, 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒ሻ
െ 𝑃𝑀𝐼ሺ𝑤𝑖, 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒ሻ       ሺ2ሻ 

 
 In eq. (2), according to [24-32], the positive is 
identified as follows: positive = {good, nice, 
excellent, positive, fortunate, correct, superior} 
 In eq. (2), based on [24-32], the negative is 
shown as follows: negative = {bad, nasty, poor, 
negative, unfortunate, wrong, inferior}. 
 The PMI equations in [26, 27, 29] use the 
AltaVista search engine and the PMI equations in 
[28, 30, 32] use the Google search engine. 
 In addition, German is used in [28]. Macedonian 
is used in [29]. Arabic is used in [30]. Chinese is 
used in [31] and Spanish is used in [32]. 
 The Bing search engine is also used in [30]. 
Chinesese is used in the PMI equations of [33-36] 
and Tibetan is also added in [33]. 
 About the search engine, the AltaVista search 
engine is used in [35, 36]. The survey [36] uses 
three search engines, such as the Google search 
engine, the Yahoo search engine and the Baidu 
search engine.  
 Japanese with the Google search engine is used 
in the PMI equations of [37]. 
English is used in PMI equations and Jaccard 
equations with the Google search engine of [38, 
39]. We have an equation about Jaccard between 
two words wi and wj according to [38-46] as 
follows: 
 

𝐽𝑎𝑐𝑐𝑎𝑟𝑑ሺ𝑤𝑖, 𝑤𝑗ሻ ൌ 𝐽ሺ𝑤𝑖, 𝑤𝑗ሻ

ൌ  
|𝑤𝑖 ∩ 𝑤𝑗|

|𝑤𝑖 ∪   𝑤𝑗|
       ሺ3ሻ 

 
Based on [38-46], we have other type of the Jaccard 
equation between two words wi and wj as follows: 
 

Jaccardሺwi, wjሻ ൌ Jሺwi, wjሻ ൌ simሺwi, wjሻ

ൌ
Fሺwi, wjሻ

Fሺwiሻ ൅ Fሺwjሻ െ Fሺwi, wjሻ
    ሺ4ሻ 

 
and we also have an equation about SO (sentiment 
orientation) of word wi as follows: 
 

SOሺwiሻ ൌ ෍ Simሺwi, positiveሻ
 

െ ෍ Simሺwi, positiveሻ     ሺ5ሻ
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 In eq. (5), according to [38-45], the positive and 
the negative in English are identified as follows: 
positive = {good, nice, excellent, positive, 
fortunate, correct, superior} and negative = {bad, 
nasty, poor, negative, unfortunate, wrong, inferior}. 
English is used in the Jaccard equations with the 
Google search engine in [38, 39, 41]. 
 English is also used in the Jaccard equations in 
[40, 45]. 
 Chinese is used in the Jaccard equations in [44, 
46]. 
 Arabic is used in the Jaccard equations in [42] 
and Chinese is used in the Jaccard equations with 
the Chinese search engine in [43]. 
 Vietnamese is used in the Ochiai Measure 
through the Google search engine with AND 
operator and OR operator to calculate the sentiment 
values of the words in [52]. 
 English is used in the Cosine Measure through 
the Google search engine with AND operator and 
OR operator to identify the sentiment scores of the 
words in [53]. 
 The Sorensen Coefficient through the Google 
search engine with AND operator and OR operator 
is used to calculate the sentiment values of the 
words in English in [54]. 
 The Jaccard Measure through the Google search 
engine with AND operator and OR operator is used 
to calculate the sentiment values of the words in 
Vietnamese in [55] 
 The Tanimoto Coefficient through the Google 
search engine with AND operator and OR operator 
is used to identify the sentiment scores of the words 
in English in [56] 

With the above proofs, we have as 
follows: PMI is used with AltaVista in English, 
Chinese, and Japanese with the Google in English; 
Jaccard is used with the Google in English, 
Chinese, and Vietnamse. The Ochiai is used with 
the Google in Vietnamese. The Cosine and 
Sorensen are used with the Google in English. 
Based on [24-56], PMI, Jaccard, Cosine, Ochiai, 
Sorensen, Tanimoto and ODDS RATIO coefficient 
(ORC) are the similarity measures between two 
words, and they can perform the same functions 
and with the same characteristics. Therefore, ORC 
is used in calculating the valence of the words.  
 In addition, we also prove that ORC can be used 
in identifying the valence of the English word 
through the Google search with the AND operator 
and OR operator. 
 We have an equation of the ORC based on the 
ODDS RATIO coefficient (ORC) in [15-19] as 
follows: 
 

ODDS RATIO Coefficient ሺa, bሻ
ൌ  ODDS RATIO Measureሺa, bሻ
ൌ ORCሺa, bሻ

ൌ
ሺa ∩ bሻ ∗ ሺ൓a ∩ ൓bሻ
ሺ൓a ∩ bሻ ∗ ሺa ∩ ൓bሻ

       ሺ6ሻ  

 
with a and b are the vectors. 
 According to he eq. (1), (2), (3), (4), (5), (6), we 
build many new equations of the ORC to calculate 
the valence and the polarity of the English words 
(or the English phrases) through the Google search 
engine as the following equations below. 
In eq. (6), when a has only one element, a is a 
word. When b has only one element, b is a word. In 
eq. (6), a is replaced by w1 and b is replaced by w2. 
 

ODDS RATIO Measureሺw1, w2ሻ
ൌ ODDS RATIO Coefficientሺw1, w2ሻ
ൌ ORC ሺw1, w2ሻ                        

ൌ
Pሺw1, w2ሻ ∗ Pሺ൓w1, ൓w2ሻ
Pሺ൓w1, w2ሻ ∗ Pሺw1, ൓ w2ሻ

  ሺ7ሻ 

 
Eq. (7) is similar to eq. (1). In eq. (2), eq. (1) is 
replaced by eq. (7). We have eq. (8) 
  

Valenceሺwሻ ൌ SO_ORCሺwሻ
ൌ ORCሺw, positive_queryሻ  
െ  ORCሺw, negative_queryሻ                    ሺ8ሻ 

 
 In eq. (7), w1 is replaced by w and w2 is 
replaced by position_query. We have eq. (9). Eq. 
(9) is as follows: 
 

ORCሺw, positive_queryሻ ൌ
A9
B9

      ሺ9ሻ 

 
with A9 = Pሺw, positive_queryሻ ∗
Pሺ൓w, ൓positive_queryሻ 
B9 = Pሺ൓w, positive_queryሻ ∗
Pሺw, ൓ positive_queryሻ 
 
In eq. (7), w1 is replaced by w and w2 is replaced 
by negative_query. We have eq. (10). Eq. (10) is as 
follows: 
 

ORCሺw, negative_queryሻ ൌ
A10
B10

  ሺ10ሻ 

 
with A10 = Pሺw, negative_queryሻ ∗
Pሺ൓w, ൓negative_queryሻ 
B10 = Pሺ൓w, negative_queryሻ ∗
Pሺw, ൓ negative_queryሻ We have the information 
about w, w1, w2, etc. as follows:  
1)w, w1, w2 : are the English words (or the English 
phrases) 
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2)P(w1, w2): number of returned results in Google 
search by keyword (w1 and w2). We use the 
Google Search API to get the number of returned 
results in search online Google by keyword (w1 
and w2). 
3)P(w1): number of returned results in Google 
search by keyword w1. We use the Google Search 
API to get the number of returned results in search 
online Google by keyword w1. 
4)P(w2): number of returned results in Google 
search by keyword w2. We use the Google Search 
API to get the number of returned results in search 
online Google by keyword w2. 
5)Valence(W) = SO_ORC(w): valence of English 
word (or English phrase) w; is SO of word (or 
phrase) by using the ODDS RATIO coefficient 
(ORC) 
6)positive_query: { active or good or positive or 
beautiful or strong or nice or excellent or fortunate 
or correct or superior } 
with the positive query is the a group of the positive 
English words. 
7)negative_query: { passive or bad or negative or 
ugly or week or nasty or poor or unfortunate or 
wrong or inferior } 
with the negative_query is the a group of the 
negative English words. 
8)P(w, positive_query): number of returned results 
in Google search by keyword (positive_query and 
w). We use the Google Search API to get the 
number of returned results in search online Google 
by keyword (positive_query and w) 
9)P(w, negative_query): number of returned results 
in Google search by keyword (negative_query and 
w). We use the Google Search API to get the 
number of returned results in search online Google 
by keyword (negative_query and w) 
10)P(w): number of returned results in Google 
search by keyword w. We use the Google Search 
API to get the number of returned results in search 
online Google by keyword w 
11)P(¬w,positive_query): number of returned 
results in Google search by keyword ((not w) and 
positive_query). We use the Google Search API to 
get the number of returned results in search online 
Google by keyword ((not w) and positive_query). 
12)P(w, ¬positive_query): number of returned 
results in the Google search by keyword (w and ( 
not (positive_query))). We use the Google Search 
API to get the number of returned results in search 
online Google by keyword (w and [not 
(positive_query)]). 
13)P(¬w, ¬positive_query): number of returned 
results in the Google search by keyword (w and ( 
not (positive_query))). We use the Google Search 

API to get the number of returned results in search 
online Google by keyword ((not w) and [not 
(positive_query)]). 
14)P(¬w,negative_query): number of returned 
results in Google search by keyword ((not w) and 
negative_query). We use the Google Search API to 
get the number of returned results in search online 
Google by keyword ((not w) and negative_query). 
15)P(w,¬negative_query): number of returned 
results in the Google search by keyword (w and 
(not ( negative_query))). We use the Google Search 
API to get the number of returned results in search 
online Google by keyword (w and (not 
(negative_query))). 
16)P(¬w,¬negative_query): number of returned 
results in the Google search by keyword (w and 
(not ( negative_query))). We use the Google Search 
API to get the number of returned results in search 
online Google by keyword ((not w) and (not 
(negative_query))). 
 As like Cosine, Ochiai, Sorensen, Tanimoto, 
PMI and Jaccard about calculating the valence 
(score) of the word, we identify the valence (score) 
of the English word w based on both the proximity 
of positive_query with w and the remote of 
positive_query with w; and the proximity of 
negative_query with w and the remote of 
negative_query with w. 
The English word w is the nearest of 
positive_query if ORC (w, positive_query) is as 
equal as 1. 
The English word w is the farthest of 
positive_query if ORC(w, positive_query) is as 
equal as 0.  
The English word w belongs to positive_query 
being the positive group of the English words if 
ORC(w, positive_query) > 0 and ORC(w, 
positive_query) ≤ 1. 
The English word w is the nearest of 
negative_query if ORC(w, negative_query) is as 
equal as 1.  
The English word w is the farthest of 
negative_query if ORC(w, negative_query) is as 
equal as 0.  
The English word w belongs to negative_query 
being the negative group of the English words if 
ORC(w, negative_query) > 0 and ORC(w, 
negative_query) ≤ 1. So, the valence of the English 
word w is the value of ORC(w, positive_query) 
substracting the value of ORC(w, negative_query) 
and the eq. (8) is the equation of identifying the 
valence of the English word w. 
We have the information about ORC, SO_ORC, 
etc. as follows: 
1)ORC(w, positive_query) ≥ 0 and ORC(w, 
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positive_query) ≤ 1. 
2)ORC(w, negative_query)  ≥ 0 and ORC (w, 
negative_query) ≤ 1 
3)If ORC (w, positive_query) = 0 and ORC (w, 
negative_query) = 0 then SO_ORC (w) = 0.  
4)If ORC (w, positive_query) = 1 and ORC (w, 
negative_query) = 0 then SO_ORC (w) = 0.  
5)If ORC (w, positive_query) = 0 and ORC (w, 
negative_query) = 1 then SO_ORC (w) = -1.  
6)If ORC (w, positive_query) = 1 and ORC (w, 
negative_query) = 1 then SO_ORC(w) = 0.  
So, SO_ORC (w) ≥ -1 and SO_ORC (w) ≤ 1. 
The polarity of the English word w is positive 
polarity If SO_ORC (w) > 0. The polarity of the 
English word w is negative polarity if SO_ORC (w) 
< 0. The polarity of the English word w is neutral 
polarity if SO_ORC (w) = 0. In addition, the 
semantic value of the English word w is SO_ORC 
(w). 
We calculate the valence and the polarity of the 
English word or phrase w using a training corpus of 
approximately one hundred billion English words 
— the subset of the English Web that is indexed by 
the Google search engine on the internet. AltaVista 
was chosen because it has a NEAR operator. The 
AltaVista NEAR operator limits the search to 
documents that contain the words within ten words 
of one another, in either order. We use the Google 
search engine which does not have a NEAR 
operator; but the Google search engine can use the 
AND operator and the OR operator. The result of 
calculating the valence w (English word) is similar 
to the result of calculating valence w by using 
AltaVista. However, AltaVista is no longer. 
In summary, by using eq. (8), eq. (9), and eq. (10), 
we identify the valence and the polarity of one 
word (or one phrase) in English by using the SC 
through the Google search engine with AND 
operator and OR operator. 
We compare this result of the proposed model with 
the surveys in the tables as follows: Table 8, Table 
9, Table 12, and Table 13. 
In Table 8, we show the comparisons of our model 
with the researches related to the Odds Ratio 
Coefficient (ORC) in [15- 19] 
The comparisons of our model’s positives and 
negatives the surveys related to the Odds Ratio 
Coefficient (ORC) in [15-19] are displayed in Table 
9. 
In Table 12, we present the comparisons of our 
model’s results with the works related to [1-32]. 
The comparisons of our model’s advantages and 
disadvantages with the works related to [1-32] are 
displayed in Table 13. 

4.1.2 A basis English sentiment dictionary 
(bESD) in a sequential environment                            
At least 55,000 terms, including nouns , verbs, 
adjectives, etc. in English are based on [57-62]. The 
valence and the polarity of the English words or 
phrases for our basis English sentiment dictionary 
(bESD) by using the ORC are identified in a 
sequential system, as the following diagram in Fig. 
6 below shows. 

 
Fig. 6:  Overview Of Creating A Basis English 
Sentiment Dictionary (Besd) In A Sequential 

Environment 
 
The algorithm 1 is proposed to perform this section 
 Input: the 55,000 English terms; the Google 
search engine 
 Output: a basis English sentiment dictionary 
(bESD) 
 Step 1: Each term in the 55,000 terms, do 
repeat: 
 Step 2: By using eq. (8), eq. (9), and eq. (10) of 
the calculating a valence of one word (or one 
phrase) in English in the section (4.1.1), the 
sentiment score and the polarity of this term are 
identified. The valence and the polarity are 
calculated by using the ORC through the Google 
search engine with AND operator and OR operator. 
 Step 3: Add this term into the basis English 
sentiment dictionary (bESD); 
 Step 4: End Repeat – End Step 1; 
 Step 5: Return bESD; 
 
More 55,000 English words (or English phrases) of 
our basis English sentiment dictionary (bESD) are 
stored in Microsoft SQL Server 2008 R2. 
 

4.1.3 A basis English sentiment dictionary 
(bESD) in a distributed system 
In this part, the valence and the polarity of the 
English words or phrases for our basis English 
sentiment dictionary (bESD) by using the ORC are 
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calculated in a parallel network environment from 
at least 55,000 English terms, including nouns, 
verbs, adjectives, etc. based on [57-62], as the 
following diagram in Fig. 7 below shows. 
 

Fig. 7:  Overview Of Creating A Basis English 
Sentiment Dictionary (Besd) In A Distributed 

Environment 
 
In Fig. 7, there are two phases in this section as 
follows: the Hadoop Map (M) phase and the 
Hadoop Reduce (R) phase. The input of the Hadoop 
Map phase is the 55,000 terms in English in [57-
62]. The output of the Hadoop Map phase is one 
term which the sentiment score and the polarity are 
identified. The output of the Hadoop Map phase is 
the input of the Hadoop Reduce phase. Thus, the 
input of the Hadoop Reduce phase is one term 
which the sentiment score and the polarity are 
identified. The output of the Hadoop Reduce phase 
is the basis English sentiment dictionary (bESD). 
The algorithm 2 is built to implement the Hadoop 
Map phase.  
 Input: the 55,000 English terms; the Google 
search engine 
 Output: one term which the sentiment score 
and the polarity are identified. 
 Step 1: Each term in the 55,000 terms, do 
repeat: 
 Step 2:  By using eq. (8), eq. (9), and eq. (10) 
of the calculating a valence of one word (or one 
phrase) in English in the section (4.1.1), the 
sentiment score and the polarity of this term are 

identified. The valence and the polarity are 
calculated by using the ORC through the Google 
search engine with AND operator and OR operator. 
 Step 3: Return this term; 
The algorithm 3 is proposed to perform thie 
Hadoop Reduce phase. The algorithm 3 has the 
main ideas as follows: 
 Input: one term which the sentiment score and 
the polarity are identified – The output of the 
Hadoop Map phase. 
 Output: a basis English sentiment dictionary 
(bESD) 
 Step 1: Add this term into the basis English 
sentiment dictionary (bESD); 
 Step 2: Return bESD; 
At least 55,000 English words (or English phrases) 
of our basis English sentiment dictionary (bESD) 
are stored in Microsoft SQL Server 2008 R2. 
 
4.2 Using Self-Organizing Map Algorithm to 
cluster the documents of the testing data set into 
either the positive or the negative in both a 
sequential environment and a distributed system                        

The section comprise two parts. The first part is 
the sub-sectin (4.2.1) which we use the SOM to 
cluster the documents of the testing data set into 
either the positive or the negative in a sequential 
environment. The second part is the sub-section 
(4.2.2) which we use the SOM to cluster the 
documents of the testing data set into either the 
positive or the negative in a parallel network 
system. 

4.2.1 Using Self-Organizing Map Algorithm to 
cluster the documents of the testing data set into 
either the positive or the negative in a sequential 
environment  
 In  Fig. 8, we use Self-Organizing Map 
Algorithm to cluster the documents of the testing 
data set into either the positive or the negative in a 
sequential environment 
 In Fig. 8, this section is implemented in the 
sequential system as follows: we calculate the 
valences and the polarities of the sentiment lexicons 
of the bESD according to a basis English sentiment 
dictionary (bESD) in a sequential environment 
(4.1.2). We transfer all the n_max sentences of one 
document of the testing data set into the n_max 
one-dimensional vectors of this document. All the 
n_max one-dimensional vectors of this document 
are clustered into either the positive polarity or the 
negative polarity by using the SOM with the input 
is the n_max one-dimensional vectors. 
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Fig. 8: Overview Of Using Self-Organizing Map 
Algorithm To Cluster The Documents Of The Testing 

Data Set Into Either The Positive Or The Negative In A 
Sequential Environment 

 
 We set an initialization of the SOM with its map 
in Fig. 9 as follows: 

 
Fig. 9: An Initialization Of The SOM – The Map 

 
Then, after the SOM is implemented completely, 
we have the Map in Fig. 10 as follows: 
 

Fig. 10: The Final Map – The Result Of Clustering By 
Using The SOM 

 
 In Figue 10, we have the vector 1 (0.1, 0), the 
vector 2 (0, 0.2), the vector 3 (0.3, 0.3), the vector 4 
(0.4, 0.1) , and the vector 5 (0.2, 0.5). With the 
vector 1, the column of the positive polarity is 0.1 
and the column of the negative polarity is 0, Thus, 
the value of the column of the positive polarity is 
greater than the value of the column of the negative 

polarity, therefore this vector is clustered into the 
positive. With the vector 2, the column of the 
positive polarity is 0 and the column of the negative 
polarity is 0.2. Therefore, the value of the column 
of the positive polarity is less than the value of the 
column of the negative polarity, thus this vector is 
clustered into the negative. With the vector 3, the 
column of the positive polarity is 0.3 and the 
column of the negative polarity is 0.3. So, the value 
of the column of the positive polarity is as equal as 
the value of the column of the negative polarity, 
therefore this vector is not clustered into both the 
positive and the negative. It meas that this vector is 
clustered into the neutral polarity. With the vector 4 
(0.4, 0.1), the column of the positive polarity is 0.4 
and the column of the negative polarity is 0.1. 
Thus, the value of the column of the positive 
polarity is greater than the value of the column of 
the negative polarity, so this vector is clustered into 
the positive. With the vector 5, the column of the 
positive polarity is 0.2 and the column of the 
negative polarity is 0.5. Therefore, the value of the 
column of the positive polarity is less than the 
column of the negative polarity, thus this vector is 
clustered into the negative. One document is 
clustered into the positive if the number of the one-
dimensional vectors (corresponding to the 
sentences of this document) clustered into the 
positive is greater than the number of the one-
dimensional vectors (corresponding to the 
sentences of this document) clustered into the 
negative in the document. The document is 
clustered into the negative if the number of the one-
dimensional vectors clustered into the positive is 
less than the number of the one-dimensional vectors 
clustered into the negative in the document. The 
document is clustered into the neutral if the number 
of the one-dimensional vectors clustered into the 
positive is as equal as the number of the one-
dimensional vectors clustered into the negative in 
the document. Finally, the sentiment classification 
of all the documents of the testing data set is 
identified completely. 
 
 We proposed the algorithm 4 to transfer one 
English sentence into the one-dimensional vector 
based on the sentiment lexicons of the bESD the 
sequential environment. 
Input: one English sentence 
Output: one one-dimensional vector 
Step 1: Split this sentence into the meaningful 
terms (meaningful words or meaningful phrases); 
Step 2: One-dimensionalVector := null; 
Step 3: Each term in the terms, do repeat: 
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Step 4: Get the valence of this term based on the 
sentiment lexicons of the bESD; 
Step 5: Add this term into One-dimensionalVector; 
Step 6: End Repeat – End Step 2 
Step 7: Return One-dimensionalVector; 
 
 We built the algorithm 5 to transfer one English 
document into the one-dimensional vectors of the 
document in the sequential environment. 
Input: one English document 
Output: the one-dimensional vectors of this 
document 
Step 1: Split the English document into many 
separate sentences based on “.” Or “!” or “?”; 
Step 2: Ste TheOne-dimensionalVectors := null; 
Step 3: Each sentence in the sentences of this 
document, do repeat: 
Step 4: One-dimensionalVector := the algorithm 1 
to transfer one English sentence into the one-
dimensional vector based on the sentiment lexicons 
of the bESD the sequential environment with the 
input is this sentence; 
Step 5: Add One-dimensionalVector into TheOne-
dimensionalVectors; 
Step 6: End Repeat – End Step 2 
Step 7: Return TheOne-dimensionalVectors; 
 
 We proposed the algorithm 6 to cluster one 
document of the testing data set into either the 
positive or the negative by using the SOM in the 
sequential environment. 
Input: one document 
Output: positive, negative, neutral; 
Step 1: Set Matrix := {}{} with the n_max rows, 
the 2 columns 
Step 2: Set i:= 0; 
Step 3: Each i in the 2 columns -1, do repeat: 
Step 4: Set j := 0; 
Step 5: Ech j in the n_max rows -1, do repeat: 
Step 6: If i is as equal as 0 Then Matrix[j][i] :=1; 
Step 7: If i is as equal as 1 Then Matrix[j][i] :=-1; 
Step 8: End Repeat – End Step 5 
Step 9: End Repeat – End Step 3 
Step 10: Set Learning rate := 0.9; 
Step 11: Set R := 0; 
Step 12: While stopping condition false do step 13 
to 19 
Step 13: For each input vector x do step 14 to 16 
Step 14: For ech j neuron, compute the Euclidean 
distance D(j) 
Step 15: Find the index J such D(j) is a minimum 
Step 16: For all neurons j within a specified 
neighbourhood of J and for all i: wji (new)= wij(old 
)+ learning rate * (xi - wij (old) ) 

Step 17: Update learning rate. It is a decreasing 
function of the number of epochs: learning rate 
(t+1) = [learning rate(t)]/2; 
Step 18: Reduce radius of topolofical 
neighbourhood at specified times 
Step 19: Test stop condition. Typically this is a 
small value of the learning rate with which the 
weight updates are insignificant. 
Step 20: Set count_positive := 0 and count_negative 
:= 0; 
Ste p 20: Ech j in the n_max rows -1, do repeat: 
Step 21: If Matrix[j][0] is greater than Matrix[j][1] 
Then count_positive := count_positive +1; 
Step 22: If Matrix[j][0] is less than Matrix[j][1] 
Then count_negative := count_negative +1; 
Step 23: End Repeat – End Step 20; 
Step 24: If count_positive is greater than 
count_negative Then Return positive; 
Step 25: Else If count_positive is less than 
count_negative Then Return negative; 
Step 26: Return neutral; 
 
 We proposeD the algorithm 7 to cluster the 
documents of the testing data set into either positive 
or the negative by using the SOM in the sequential 
system. 
Input: the testing data set 
Output: the results of the sentiment classification of 
the testing data set 
Step 1: Set TheResults := null; 
Step 2: Each document in the documents of the 
testing data set, do repeat: 
Step 3: OneResult := the algorithm 3 to cluster one 
document of the testing data set into either the 
positive or the negative by using the SOM in the 
sequential environment with the input is this 
document; 
Step 4: Add OneResult into TheResults; 
Step 5: End Repeat – End Step 2; 
Step 6: Return TheResults; 
 

4.2.2 Using Self-Organizing Map Algorithm to 
cluster the documents of the testing data set into 
either the positive or the negative in a 
distributed system 
 In  Fig. 11, we use Self-Organizing Map 
Algorithm to cluster the documents of the testing 
data set into either the positive or the negative in a 
distributed environment. 
 In Fig. 11, this section is implemented in the 
distributed system as follows: we calculate the 
valences and the polarities of the sentiment lexicons 
of the bESD based on a basis English sentiment 
dictionary (bESD) in a distributed system (4.1.3). 
We transfer all the n_max sentences of one 
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document of the testing data set into the n_max 
one-dimensional vectors of this document. All the 
n_max one-dimensional vectors of this document 
are clustered into either the positive polarity or the 
negative polarity by using the SOM with the input 
is the n_max one-dimensional vectors. 

Fig. 11.  Overview Of Using Self-Organizing Map 
Algorithm To Cluster The Documents Of The Testing 

Data Set Into Either The Positive Or The Negative In A 
Parallel Environment 

 
We set an initialization of the SOM with its map in 
Fig. 12 as follows: 

 
Fig. 12: An Initialization Of The SOM – the Map 

 
Then, after the SOM is implemented completely, 
we have the Map in Fig. 13 as follows: 
 

 
Fig. 13: The Final Map – The Result Of Clustering By 
Using The SOM 
 

In Figue 13, we have the vector 1 (0.1, 0), the 
vector 2 (0, 0.2), the vector 3 (0.3, 0.3), the vector 4 
(0.4, 0.1) , and the vector 5 (0.2, 0.5). With the 
vector 1, the column of the positive polarity is 0.1 
and the column of the negative polarity is 0, Thus, 
the value of the column of the positive polarity is 
greater than the value of the column of the negative 
polarity, therefore this vector is clustered into the 
positive. With the vector 2, the column of the 
positive polarity is 0 and the column of the negative 
polarity is 0.2. Therefore, the value of the column 
of the positive polarity is less than the value of the 
column of the negative polarity, thus this vector is 
clustered into the negative. With the vector 3, the 
column of the positive polarity is 0.3 and the 
column of the negative polarity is 0.3. So, the value 
of the column of the positive polarity is as equal as 
the value of the column of the negative polarity, 
therefore this vector is not clustered into both the 
positive and the negative. It meas that this vector is 
clustered into the neutral polarity. With the vector 4 
(0.4, 0.1), the column of the positive polarity is 0.4 
and the column of the negative polarity is 0.1. 
Thus, the value of the column of the positive 
polarity is greater than the value of the column of 
the negative polarity, so this vector is clustered into 
the positive. With the vector 5, the column of the 
positive polarity is 0.2 and the column of the 
negative polarity is 0.5. Therefore, the value of the 
column of the positive polarity is less than the 
column of the negative polarity, thus this vector is 
clustered into the negative. One document is 
clustered into the positive if the number of the one-
dimensional vectors (corresponding to the 
sentences of this document) clustered into the 
positive is greater than the number of the one-
dimensional vectors (corresponding to the 
sentences of this document) clustered into the 
negative in the document. The document is 
clustered into the negative if the number of the one-
dimensional vectors clustered into the positive is 
less than the number of the one-dimensional vectors 
clustered into the negative in the document. The 
document is clustered into the neutral if the number 
of the one-dimensional vectors clustered into the 
positive is as equal as the number of the one-
dimensional vectors clustered into the negative in 
the document. Finally, the sentiment classification 
of all the documents of the testing data set is 
identified completely. 
 
 In Fig. 14, we transfer one sentence into one 
one-dimensional vector based on the sentiment 
lexicons of the bESD in the parallel system as 
follows: 
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Fig. 14:  Overview Of Transferring One Sentence Into 
One One-Dimensional Vector Based On The Sentiment 

Lexicons Of The Besd In The Parallel System 
 
In Fig. 14, this stage includes two phases: the 
Hadoop Map phase and the Hadoop Reduce phase. 
The input of the Hadoop Map phase is one 
sentence. The output of the Hadoop Mp is one term. 
The input of the Hadoop Reduce is the Hadoop 
Map, thus, the input of the Hadoop Reduce is one 
term. The output of the Hadoop Reduce is the one-
dimensional vector of this sentence. 
 We proposed the algorithm 8 to implement the 
Hadoop Map phase  
Input: one sentence; 
Output: one term; 
Step 1: Input this document into the Hadoop Map in 
the Cloudera system. 
Step 2: Split this sentence into the meaningful 
terms; 
Step 3: Each term in the terms, do repeat: 
Step 4:Get the valence of this term based on the 
sentiment lexicons of the bESD; 
Step 5: Return this term; 
Step 6: The output of the Hadoop Map is this term; 
 We built the algorithm 9 to implement the 
Hadoop Reduce phase  

Input: one term of the Hadoop Map (the input of 
the Hadoop Reduce is the output of the Hadoop 
Map) 
Output: the one-dimensional vector of the English 
sentence – One-dimensionalVector; 
Step 1: Receive one termp; 
Step 2: Add this term into One-dimensionalVector; 
Step 3: Return One-dimensionalVector; 
 
 In Fig. 15, we transfer one document into the 
one-dimensional vectors of the document based on 
the sentiment lexicons of the bESD in the parallel 
system as follows: 

Fig. 15:  Overview Of Transferring One Document Into 
The One-Dimensional Vectors Of The Document Based 
On The Sentiment Lexicons Of The Besd In The Parallel 

System 
 
In Fig. 15, this stage includes two phases: the 
Hadoop Map phase and the Hadoop Reduce phase. 
The input of the Hadoop Map phase is one 
document. The output of the Hadoop Mp is one 
one-dimensional vector. The input of the Hadoop 
Reduce is the Hadoop Map, thus, the input of the 
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Hadoop Reduce is one one-dimensional vector. The 
output of the Hadoop Reduce is the one-
dimensional vectors of this dcoument. 
 We proposed the algorithm 10 to implement the 
Hadoop Map phase  
Input: one document; 
Output: one one-dimensional vector (corresponding 
to one sentence) 
Step 1: Input this document into the Hadoop Map in 
the Cloudera system. 
Step 2: Split this document into the n sentences; 
Step 3: Each sentence in the n sentences, do repeat: 
Step 4: the one-dimensional vector  := the 
transferring one sentence into one one-dimensional 
vector based on the sentiment lexicons of the bESD 
in the parallel system in Fig. 14 with the input is 
this sentence; 
Step 5: Return this one-dimensional vector; 
Step 6: The output of the Hadoop Map is this one-
dimensional vector; 
 We proposed the algorithm 11 to implement the 
Hadoop Reduce phase  
Input: one one-dimensional vector of the Hadoop 
Map (the input of the Hadoop Reduce is the output 
of the Hadoop Map) 
Output: the one-dimensional vectors of the English 
document 
Step 1: Receive one one-dimensional vector of the 
Hadoop Map 
Step 2: Add this one-dimensional vector into the 
one-dimensional vectors of the English document 
Step 3: Return the one-dimensional vectors of the 
English document; 
 
 In Fig. 16, we use the Self-Organizing Map 
Algorithm (SOM) to cluster one document into 
either the positive or the negative in the distributed 
system. In Fig. 16, this stage comprises two phases: 
the Hadoop Map phase and the Hadoop Reduce 
phase. The input of the Hadoop Map is one 
document of the testing data set. The output of the 
Hadoop Map is the result of the sentiment 
classification of this document. The input of the 
Hadoop Reduce is the output of the Hadoop Map, 
thus, the input of the Hadoop Reduce is the result of 
the sentiment classification of this document. The 
output of the Hadoop Reduce is the result of the 
sentiment classification of this document 
 We proposed the algorithm 12 to perform the 
Hadoop Map phase 
Input: one document 
Output: the result of the sentiment classification of 
this document 
Step 1: Set Matrix := {}{} with the n_max rows, 
the 2 columns 

Step 2: Set i:= 0; 
Step 3: Each i in the 2 columns -1, do repeat: 
Step 4: Set j := 0; 
Step 5: Ech j in the n_max rows -1, do repeat: 
Step 6: If i is as equal as 0 Then Matrix[j][i] :=1; 
Step 7: If i is as equal as 1 Then Matrix[j][i] :=-1; 
Step 8: End Repeat – End Step 5 
Step 9: End Repeat – End Step 3 
Step 10: Set Learning rate := 0.9; 
Step 11: Set R := 0; 
Step 12: While stopping condition false do step 13 
to 19 
Step 13: For each input vector x do step 14 to 16 
Step 14: For ech j neuron, compute the Euclidean 
distance D(j) 
Step 15: Find the index J such D(j) is a minimum 
Step 16: For all neurons j within a specified 
neighbourhood of J and for all i: wji (new)= wij(old 
)+ learning rate * (xi - wij (old) ) 
Step 17: Update learning rate. It is a decreasing 
function of the number of epochs: learning rate 
(t+1) = [learning rate(t)]/2; 
Step 18: Reduce radius of topolofical 
neighbourhood at specified times 
Step 19: Test stop condition. Typically this is a 
small value of the learning rate with which the 
weight updates are insignificant. 
Step 20: Set count_positive := 0 and count_negative 
:= 0; 
Step 20: Ech j in the n_max rows -1, do repeat: 
Step 21: If Matrix[j][0] is greater than Matrix[j][1] 
Then count_positive := count_positive +1; 
Step 22: If Matrix[j][0] is less than Matrix[j][1] 
Then count_negative := count_negative +1; 
Step 23: End Repeat – End Step 20; 
Step 24: If count_positive is greater than 
count_negative Then Return positive; 
Step 25: Else If count_positive is less than 
count_negative Then Return negative; 
Step 26: Return neutral; 
 We built the algorithm 13 to implement the 
Hadoop Reduce phase  
Input the result of the sentiment classification of 
this document (the input of the Hadoop Reduce is 
the output of the Hadoop Map) 
Output: the result of the sentiment classification of 
this document 
Step 1: Receive the result of the sentiment 
classification of this document 
Step 2: Return the result of the sentiment 
classification of this document; 
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Fig. 16:  Overview Of Using The Self-Organizing Map 
Algorithm (SOM) To Cluster One Document Into Either 
The Positive Or The Negative In The Distributed System. 
 
In Fig. 17, we cluster the documents of the testing 
data set into either positive or the negative by using 
the Self-Organizing Map Algorithm (SOM) in the 
parallel system. In Fig. 17, this stage includes two 
phases: the Hadoop Map phase and the Hadoop 
Reduce phase. The input of the Hadoop Map phase 
is the documents of the testing data set. The output 
of the Hadoop Mp is one result of the sentiment 
classification of one document of the testing data 
set. The input of the Hadoop Reduce is the Hadoop 
Map, thus, the input of the Hadoop Reduce is one 
result of the sentiment classification of one 
document of the testing data set. The output of the 
Hadoop Reduce is the results of the sentiment 
classification of the testing data set  
 We proposed the algorithm 14 to implement the 
Hadoop Map phase  
Input: the documents of the testing data set and the 
training data set; 
Output: one result of the sentiment classification of 
one document of the testing data set; 
Step 1: The sentiment lexicons of the bESD are 
created based on a basis English sentiment 
dictionary (bESD) in a distributed system (4.1.3); 
Step 2: Each document of the documents of the 
testing data set, do repeat: 
Step 3: OneResult :=  the using the Self-Organizing 
Map Algorithm (SOM) to cluster one document 
into either the positive or the negative in the 

distributed system in Fig. 16 with the input is this 
document; 
Step 4: Return this OneResult; 
Step 5: The output of the Hadoop Map is this 
OneResult; 
 We built the algorithm 15 to implement the 
Hadoop Reduce phase  
Input: one result of the sentiment classification of 
one document of the testing data set; 
Output: the results of the sentiment classification of 
the testing data set; 
Step 1: Receive OneResult of the Hadoop Map 
Step 2: Add this OnResult into the results of the 
sentiment classification of the testing data set; 
Step 3: Return the results of the sentiment 
classification of the testing data set; 

Fig. 17:  Overview Of Clustering The Documents Of The 
Testing Data Set Into Either Positive Or The Negative By 

Using The Self-Organizing Map Algorithm (SOM) 
 

5. EXPERIMENT 
 

We have measured Accuracy (A) to calculate the 
accuracy of the results of emotion classification. 



Journal of Theoretical and Applied Information Technology 
31st August 2018. Vol.96. No 16 

 © 2005 – ongoing  JATIT & LLS   

 

ISSN: 1992-8645                                                         www.jatit.org                                                        E-ISSN: 1817-3195  

 
5188 

 

We used a Java programming language for 
programming to save data sets, implementing our 
proposed model to classify the      8,500,000 
documents of the testing data set. To implement the 
proposed model, we have already used Java 
programming language to save the English testing 
data set and to save the results of emotion 
classification. 

The proposed model was implemented in both 
the sequential system and the distributed network 
environment. 

Our model related to the Self-Organizing Map 
algorithm, a testing data set with the one-
dimensional vectors and An Odds Ratio coefficient 
is implemented in the sequential environment with 
the configuration as follows: The sequential 
environment in this research includes 1 node (1 
server). The configuration of the server in the 
sequential environment is: Intel® Server Board 
S1200V3RPS, Intel® Pentium® Processor G3220 
(3M Cache, 3.00 GHz), 2GB CC3-10600 ECC 1333 
MHz LP Unbuffered DIMMs. The operating system 
of the server is: Cloudera. The Java language is 
used in programming our model related to the Self-
Organizing Map algorithm, a testing data set with 
the one-dimensional vectors and An Odds Ratio 
coefficient. 

The proposed model related to the Self-
Organizing Map algorithm, a testing data set with 
the one-dimensional vectors and An Odds Ratio 
coefficient is performed in the Cloudera parallel 
network environment with the configuration as 
follows: This Cloudera system includes 9 nodes (9 
servers). The configuration of each server in the 
Cloudera system is: Intel® Server Board 
S1200V3RPS, Intel® Pentium® Processor G3220 
(3M Cache, 3.00 GHz), 2GB CC3-10600 ECC 1333 
MHz LP Unbuffered DIMMs. The operating system 
of each server in the 9 servers is: Cloudera. All 9 
nodes have the same configuration information. The 
Java language is used in programming the 
application of the proposed model related to the 
Odds Ratio similarity coefficient of the clustering 
technologies in the Cloudera 

In Table 1, the results of the documents of the 
English testing data set to test are presented.  

The accuracy of the sentiment classification of 
the documents in the English testing data set  is 
shown in Table 2 below. 

The average time of the classification of our new 
model for the English documents in testing data set 
are displayed in Table 3. 

 
6. CONCLUSION 
 

In this survey, a new model has been proposed to 
classify sentiment of many documents in English 
using the Self-Organizing Map algorithm, a testing 
data set with the one-dimensional vectors and An 
Odds Ratio coefficient with Hadoop Map (M) 
/Reduce (R) in the Cloudera parallel network 
environment. Based on our proposed new model, 
we have achieved 88.14% accuracy of the testing 
data set in Table 2. Until now, not many studies 
have shown that the clustering methods can be used 
to classify data. Our research shows that clustering 
methods are used to classify data and, in particular, 
can be used to classify the sentiments (positive, 
negative, or neutral) in text. 

The proposed model can be applied to other 
languages although our new model has been tested 
on our English data set. Our model can be applied 
to larger data sets with millions of English 
documents in the shortest time although our model 
has been tested on the documents of the testing data 
set in which the data sets are small in this survey. 

According to Table 3, the average time of the 
sentiment classification of using the Self-
Organizing Map algorithm, a testing data set with 
the one-dimensional vectors and An Odds Ratio 
coefficient in the sequential environment is 
34,734,059 seconds / 8,500,000 English documents 
and it is greater than the average time of the 
sentiment classification of using the Self-
Organizing Map algorithm, a testing data set with 
the one-dimensional vectors and An Odds Ratio 
coefficient in the Cloudera parallel network 
environment with 3 nodes which is 10,244,686 
seconds / 8,500,000 English documents. The 
average time of the sentiment classification of using 
the Self-Organizing Map algorithm, a testing data 
set with the one-dimensional vectors and An Odds 
Ratio coefficient in the Cloudera parallel network 
environment with 9 nodes is 3,881,562  seconds / 
8,500,000 English documents, and It is the shortest 
time in the  table. Besides, The average time of the 
sentiment classification of using the Self-
Organizing Map algorithm, a testing data set with 
the one-dimensional vectors and An Odds Ratio 
coefficient in the Cloudera parallel network 
environment with 6 nodes  is  5,922,343  seconds / 
8,500,000 English documents  

The execution time of using the Self-Organizing 
Map algorithm, a testing data set with the one-
dimensional vectors and An Odds Ratio coefficient 
in the Cloudera is dependent on the performance of 
the Cloudera parallel system and also dependent on 
the performance of each server on the Cloudera 
system. 
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The accuracy of the proposed model is depending 
on many factors as follows: 

 1)The Odds Ratio Coefficient (ORC) 
 2)The SOM – related algorithms 
 3)The testing data set 
 4)The documents of the testing data set 

must be standardized carefully. 
 5)Transferring one document into one one-

dimensional vector 
The execution time of the proposed model is 

depending on many factors as follows: 
 1)The parallel network environment such 

as the Cloudera system. 
 2)The distributed functions such as 

Hadoop Map (M) and Hadoop Reduce (R). 
 3)The ORC – related algorithms 
 4)The performance of the distributed 

network system. 
 5)The number of nodes of the parallel 

network environment. 
 6)The performance of each node (each 

server) of the distributed environment. 
 7)The sizes of the training data set and the 

testing data set. 
 8)Transferring one document into one one-

dimensional vector. 
The proposed model has many advantages and 

disadvantages. Its positives are as follows: It uses 
the Odds Ratio similarity coefficient of the 
clustering technologies to classify semantics of 
English documents based on sentences. The 
proposed model can process millions of documents 
in the shortest time. This study can be performed in 
distributed systems to shorten the execution time of 
the proposed model. It can be applied to other 
languages. Its negatives are as follows: It has a low 
rate of accuracy. It costs too much and takes too 
much time to implement this proposed model.   

To understand the scientific values of this 
research, we have compared our model's results 
with many studies in the tables below. 

In Table 4, the comparisons of our model’s 
results with the works in [1-3] are shown. 

The comparisons of our model’s advantages and 
disadvantages with the works in [1-3] are presented 
in Table 5. 

In Table 6, the comparisons of our model with 
the latest sentiment classification models (or the 
latest sentiment classification methods) in  [4-14] 
are displayed. 

The comparisons of our model’s positives and 
negatives with the latest sentiment classification 
models (or the latest sentiment classification 
methods) in  [4-14] are shown in Table 7. 

In Table 8, the comparisons of our model with 
the rsearches related to the Odds Ratio Coefficient 
(ORC) in [15- 19] are presented. 

The comparisons of our model’s positives and 
negatives the surveys related to the Odds Ratio 
Coefficient (ORC) in [15-19] are displayed in Table 
9. 

In Table 10, we show the comparisons of our 
model with the rsearches related to Self-Organizing 
Map Algorithm (SOM) in [20- 24]. 

The comparisons of our model’s positives and 
negatives the surveys related to the Self-Organizing 
Map Algorithm (SOM) in [20-24] are displayed in 
Table 11. 

 
Future Work 
Based on the results of this proposed model, 

many future projects can be proposed, such as 
creating full emotional lexicons in a parallel 
network environment to shorten execution times, 
creating many search engines, creating many 
translation engines, creating many applications that 
can check grammar correctly. This model can be 
applied to many different languages, creating 
applications that can analyze the emotions of texts 
and speeches, and machines that can analyze 
sentiments. 
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APPENDICES:  
 

Table 1: The results of the English documents in the 
testing data set.  

 
Testing 
Dataset 

Correct 
Classificatio

n 

Incorrect 
Classifica

tion 

Negative 
4,250,00

0 
3,737,947 512,053 

Positive 
4,250,00

0 
3,753,953 496,047 

Summary 
8,500,00

0 
7,491,900 1,008,100 

 
 

Table 2: The accuracy of our new model for the English 
documents in the testing data set. 

Proposed Model Class Accuracy 

Our new model 
Negative 

88.14% 

Positive 

 
 

 
Table 3: Average time of the classification of our new 
model for the English documents in testing data set. 

 

Average time of the 
classification / 

8,500,000 English 
documents. 

The proposed approach in 
the sequential environment 

34,734,059 seconds  

The proposed approach in 
the Cloudera distributed 
system with 3 nodes 

10,244,686 seconds 

The proposed approach in 
the Cloudera distributed 
system with 6 nodes 

5,922,343 seconds 

The proposed approach in 
the Cloudera distributed 
system with 9 nodes 

3,881,562 seconds 

 
 
 
 
 
 
 
 
 
 

Table 4: Comparisons of our model’s results with the 
works in [1-3] 

Clustering technique: CT. 
Parallel network system: PNS (distributed system). 
Special Domain: SD. 
Depending on the training data set: DT. 
Vector Space Model: VSM 
No Mention: NM 
English Language: EL. 

Studi
es 

O
R
C 

C
T 

Sen
tim
ent 
Cla
ssifi
cati
on 

P
NS 

SD D
T 

Lan
gua
ge 

VSM 

[1] N
o 

N
o 

No No Ye
s 

N
o 

EL Yes 

[2] N
o 

N
o 

Yes No Ye
s 

N
o 

EL Yes 

[3] N
o 

N
o 

Yes No Ye
s 

Y
e
s 

EL Yes 

Our 
work 

Y
e
s 

Y
e
s 

Yes Ye
s 

No N
o 

EL Yes 

 
Table 5: Comparisons of our model’s advantages and 

disadvantages with the works in [1-3] 

Re
se
ar
ch
es 

Approa
ch 

Advantages Disadvan
tages 

[1] Examini
ng the 
vector 
space 
model, 
an 
informa
tion 
retrieval 
techniq
ue and 
its 
variatio
n 

In this work, the
authors have given
an insider to the
working of vector
space model
techniques used for
efficient retrieval
techniques. It is the
bare fact that each
system has its own
strengths and
weaknesses. What
we have sorted out
in the authors’ work
for vector space
modeling is that the
model is easy to
understand and
cheaper to
implement, 
considering the fact
that the system

The 
drawbacks 
are that 
the system 
yields no 
theoretical 
findings. 
Weights 
associated 
with the 
vectors 
are very 
arbitrary, 
and this 
system is 
an 
independe
nt system, 
thus 
requiring 
separate 
attention. 
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should be cost
effective (i.e.,
should follow the
space/time 
constraint. It is also
very popular.
Although the system
has all these
properties, it is
facing some major
drawbacks. 

Though it 
is a 
promising 
technique, 
the current 
level of 
success of 
the vector 
space 
model 
techniques 
used for 
informatio
n retrieval 
are not 
able to 
satisfy 
user needs 
and need 
extensive 
attention. 

[2] +Latent 
Dirichle
t  
allocati
on 
(LDA). 
+Multi-
label 
text 
classific
ation 
tasks 
and 
apply 
various 
feature 
sets. 
+Severa
l 
combin
ations 
of 
features, 
like bi-
grams 
and uni-
grams. 

In this work, the 
authors consider 
multi-label text 
classification tasks 
and apply various 
feature sets. The 
authors consider a 
subset of multi-
labeled files of the 
Reuters-21578 
corpus. The authors 
use traditional TF-
IDF values of the 
features and tried 
both considering 
and ignoring stop 
words. The authors 
also tried several 
combinations of 
features, like bi-
grams and uni-
grams. The authors 
also experimented 
with adding LDA 
results into vector 
space models as 
new features. 
These last 
experiments 
obtained the best 
results. 

No 
mention 

[3] The K-
Nearest 
Neighb

In this study, the 
authors introduce a 
new weighting 

Despite 
positive 
results in 

ors 
algorith
m for 
English 
sentime
nt 
classific
ation in 
the 
Clouder
a 
distribut
ed 
system. 

method based on 
statistical 
estimation of the 
importance of a 
word for a specific 
categorization 
problem. One 
benefit of this 
method is that it 
can make feature 
selection implicit, 
since useless 
features of the 
categorization 
problem considered 
get a very small 
weight. Extensive 
experiments 
reported in the 
work show that this 
new weighting 
method improves 
significantly the 
classification 
accuracy as 
measured on many 
categorization 
tasks. 

some 
settings, 
GainRatio 
failed to 
show that 
supervised 
weighting 
methods 
are 
generally 
higher 
than 
unsupervi
sed ones. 
The 
authors 
believe 
that 
ConfWeig
ht is a 
promising 
supervised 
weighting 
technique 
that 
behaves 
gracefully 
both with 
and 
without 
feature 
selection. 
Therefore, 
the 
authors 
advocate 
its use in 
further 
experimen
ts. 

O
ur 
w
or
k 

-We use Self-Organizing Map Algorithm 
using Only A Testing Data Set with The 
One-Dimensional Vectors and An Odds 
Ratio Coefficient to classify one document 
of the testing data set into either the positive 
polarity or the negative polarity in both the 
sequential environment and the distributed 
system. 
The advantages and disadvantages of the 
proposed model are shown in the 
Conclusion section. 
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Table 6: Comparisons of our model with the latest 
sentiment classification models (or the latest sentiment 

classification methods) in [4-14] 

Stu
dies 

O
R
C 

C
T 

Sen
tim
ent 
Cla
ssifi
cati
on 

P
NS 

SD DT Lan
gua
ge 

V
S
M

[4] N
o 

N
o 

Yes N
M 

Yes Yes Yes v
e
ct
o
r 

[5] N
o 

N
o 

Yes N
M 

Yes Yes NM N
M

[6] N
o 

N
o 

Yes N
M 

Yes Yes EL N
M

[7] N
o 

N
o 

Yes N
M 

Yes Yes NM N
M

[8] N
o 

N
o 

Yes No No No EL N
o 

[9] N
o 

N
o 

Yes No No No EL N
o 

Our 
wor

k 

Y
e
s 

Y
e
s 

Yes Ye
s 

No No Yes Y
e
s 

 
Table 7: Comparisons of our model’s positives and 

negatives the latest sentiment classification models (or the 
latest sentiment classification methods) in [4-14] 

St
ud
ies 

Approach Positives Negati
ves 

[4] The 
Machine 
Learning 
Approach
es Applied 
to 
Sentiment 
Analysis-
Based 
Applicatio
ns 

The main emphasis 
of this survey is to 
discuss the 
research involved 
in applying 
machine learning 
methods, mostly 
for sentiment 
classification at 
document level. 
Machine learning-
based approaches 
work in the 
following phases, 
which are 
discussed in detail 
in this work for 
sentiment 
classification: (1) 
feature extraction, 
(2) feature 
weighting schemes, 

No 
mentio
n 

(3) feature 
selection, and (4) 
machine-learning 
methods. This 
study also 
discusses the 
standard free 
benchmark datasets 
and evaluation 
methods for 
sentiment analysis. 
The authors 
conclude the 
research with a 
comparative study 
of some state-of-
the-art methods for 
sentiment analysis 
and some possible 
future research 
directions in 
opinion mining and 
sentiment analysis. 

[5] Semantic 
Orientatio
n-Based 
Approach 
for 
Sentiment 
Analysis 

This approach 
initially mines 
sentiment-bearing 
terms from the 
unstructured text 
and further 
computes the 
polarity of the 
terms. Most of the 
sentiment-bearing 
terms are multi-
word features 
unlike bag-of-
words, e.g., “good 
movie,” “nice 
cinematography,” 
“nice actors,” etc. 
Performance of 
semantic 
orientation-based 
approach has been 
limited in the 
literature due to 
inadequate 
coverage of multi-
word features. 

No 
mentio
n 

[6] Exploiting 
New 
Sentiment
-Based 
Meta-
Level 

Experiments 
performed with a 
substantial number 
of datasets 
(nineteen) 
demonstrate that 

A line 
of 
future 
researc
h 
would 
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Features 
for 
Effective 
Sentiment 
Analysis 

the effectiveness of 
the proposed 
sentiment-based 
meta-level features 
is not 
only superior to the 
traditional bag-of-
words 
representation 
(by up to 16%) but 
also is also superior 
in most cases to 
state-of-art meta-
level features 
previously 
proposed in the 
literature for text 
classification tasks 
that do not take 
into account any 
idiosyncrasies of 
sentiment analysis. 
The authors’ 
proposal is also 
largely superior to 
the best lexicon-
based methods as 
well as to 
supervised 
combinations of 
them. In fact, the 
proposed approach 
is the only one to 
produce the best 
results in all tested 
datasets in all 
scenarios. 

be to 
explor
e the 
authors
’ meta 
feature
s with 
other 
classifi
cation 
algorit
hms 
and 
feature 
selecti
on 
techniq
ues in 
differe
nt 
sentim
ent 
analysi
s tasks 
such as 
scoring 
movies 
or 
produc
ts 
accordi
ng to 
their 
related 
review
s. 

[7] Rule-
Based 
Machine 
Learning 
Algorithm
s 
 

The proposed 
approach is tested 
by experimenting 
with online books 
and political 
reviews and 
demonstrates the 
efficacy through 
Kappa measures, 
which have a 
higher accuracy of 
97.4% and a lower 
error rate. The 
weighted average 
of different 
accuracy measures 
like Precision, 
Recall, and TP-

No 
mentio
n 

Rate depicts higher 
efficiency rate and 
lower FP-Rate. 
Comparative 
experiments on 
various rule-based 
machine learning 
algorithms have 
been performed 
through a ten-fold 
cross validation 
training model for 
sentiment 
classification. 

[8] The 
Combinati
on of 
Term-
Counting 
Method 
and 
Enhanced 
Contextua
l Valence 
Shifters 
Method 

The authors have 
explored different 
methods of 
improving the 
accuracy of 
sentiment 
classification. The 
sentiment 
orientation of a 
document can be 
positive (+), 
negative (-), or 
neutral (0). The 
authors combine 
five dictionaries 
into a new one with 
21,137 entries. The 
new dictionary has 
many verbs, 
adverbs, phrases 
and idioms that 
were not in five 
dictionaries before. 
The study shows 
that the authors’ 
proposed method 
based on the 
combination of 
Term-Counting 
method and 
Enhanced 
Contextual Valence 
Shifters method 
has improved the 
accuracy of 
sentiment 
classification. The 
combined method 
has accuracy 
68.984% on the 
testing dataset, and 

No 
mentio
n 
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69.224% on the 
training dataset. All 
of these methods 
are implemented to 
classify the reviews 
based on our new 
dictionary and the 
Internet Movie 
Database data set. 

[9] Naive  
Bayes  
Model  
with N-
GRAM  
Method,  
Negation  
Handling  
Method, 
Chi-
Square 
Method 
and Good-
Turing 
Discounti
ng, etc. 

The authors have  
explored the Naive  
Bayes  model  with 
N-GRAM  method,  
Negation  Handling  
method, Chi-
Square method and 
Good-Turing 
Discounting  by  
selecting  different  
thresholds  of 
Good-Turing  
Discounting  
method  and  
different minimum  
frequencies  of  
Chi-Square  
method  to improve 
the accuracy of 
sentiment 
classification. 

No 
Mentio
n 

O
ur 
w
or
k 

-We use Self-Organizing Map Algorithm 
using Only A Testing Data Set with The 
One-Dimensional Vectors and An Odds 
Ratio Coefficient to classify one document 
of the testing data set into either the 
positive polarity or the negative polarity in 
both the sequential environment and the 
distributed system. 
The positives and negatives of the 
proposed model are given in the 
Conclusion section. 

 
Table 8: Comparisons of our model with the rsearches 
related to the Odds Ratio Coefficient (ORC) in [15- 19] 

Studi
es 

O
R
C 

C
T 

Senti
ment 
Classi
ficatio

n 

PNS S
D 

D
T 

Lan
gua
ge 

V
S
M

[15] Y
e
s 

Y
e
s 

Yes NM Y
e
s 

Ye
s 

Yes v
e
ct
o
r 

[16] Y
e

N
o 

Yes NM Y
e

Ye
s 

NM N
M

s s 
[17] Y

e
s

N
o 

Yes NM Y
e
s 

Ye
s 

EL N
M

[18] Y
e
s

N
o 

Yes NM Y
e
s 

Ye
s 

NM N
M

[19] Y
e
s

N
o 

Yes No N
o 

No EL N
o 

Our 
work 

Y
e
s

Y
e
s 

Yes Yes N
o 

No Yes Y
e
s 

 
Table 9: Comparisons of our model’s positives and 

negatives the surveys related to the Odds Ratio Coefficient 
(ORC) in [15-19] 

Stud
ies 

Appr
oach 

Positives Negativ
es 

[15] A 
Surve
y of 
Binar
y 
Simil
arity 
and 
Dista
nce 
Meas
ures 

Applying appropriate 
measures results in 
more accurate data 
analysis. 
Notwithstanding, few 
comprehensive 
surveys on binary 
measures have been 
conducted. Hence the 
authors collected 76 
binary similarity and 
distance measures 
used over the last 
century and reveal 
their correlations 
through the 
hierarchical 
clustering technique 

No 
mention 

[16] Gener
alized 
estim
ating 
equati
ons 
for 
correl
ated 
binar
y 
data: 
Using 
the 
odds 
ratio 
as a 
meas

The authors discuss 
modelling the 
association between 
binary responses at 
pairs of times with 
the odds ratio. The 
authors then modify 
the estimating 
equations of Prentice 
to estimate the odds 
ratios. In simulations, 
the parameter 
estimates for the 
logistic regression 
model for the 
marginal probabilities 
appear slightly more 
efficient when using 

No 
mention 
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ure of 
associ
ation 

the odds ratio 
parameterization. 

[17] The 
diagn
ostic 
odds 
ratio: 
a 
single 
indica
tor of 
test 
perfor
manc
e 

The authors propose 
the use of the odds 
ratio as a single 
indicator of 
diagnostic 
performance. The 
diagnostic odds ratio 
is closely linked to 
existing indicators, it 
facilitates formal 
meta-analysis of 
studies on diagnostic 
test performance, and 
it is derived from 
logistic models, 
which allow for the 
inclusion of 
additional variables 
to correct for 
heterogeneity. A 
disadvantage is the 
impossibility of 
weighing the true 
positive and false 
positive rate 
separately. In this 
study the application 
of the diagnostic odds 
ratio in test 
evaluation is 
illustrated. 

No 
mention 

[18] Bias 
in 
odds 
ratios 
by 
logisti
c 
regres
sion 
model
ling 
and 
sampl
e size 

If several small 
studies are pooled 
without consideration 
of the bias introduced 
by the inherent 
mathematical 
properties of the 
logistic regression 
model, researchers 
may be mislead to 
erroneous 
interpretation of the 
results. 

No 
mention 

[19] Limit
ations 
of the 
Odds 
Ratio 
in 
Gaugi

The authors illustrate 
that a single measure 
of association such as 
an odds ratio does not 
meaningfully 
describe a marker’s 
ability to classify 

No 
mention 

ng the 
Perfor
manc
e of a 
Diagn
ostic, 
Progn
ostic, 
or 
Scree
ning 
Mark
er  

subjects. Appropriate 
statistical methods 
for assessing and 
reporting the 
classification power 
of a marker are 
described. In 
addition, the serious 
pitfalls of using more 
traditional methods 
based on parameters 
in logistic regression 
models are 
illustrated. 

Our 
wor

k 

-We use Self-Organizing Map Algorithm 
using Only A Testing Data Set with The 
One-Dimensional Vectors and An Odds 
Ratio Coefficient to classify one 
document of the testing data set into 
either the positive polarity or the negative 
polarity in both the sequential 
environment and the distributed system. 
The positives and negatives of the 
proposed model are given in the 
Conclusion section. 

 
 

Table 10: Comparisons of our model with the rsearches 
related to Self-Organizing Map Algorithm (SOM) in [20- 

24] 

Studi
es 

O
R
C

C
T 

Senti
ment 
Class
ificat
ion 

P
N
S 

SD D
T 

Lan
gua
ge 

VS
M 

[20] Y
e
s

Y
e
s 

No N
M

No No Yes ve
cto
r 

[21] Y
e
s

Y
e
s 

No N
M

No No NM N
M 

[22] Y
e
s

Y
e
s 

No N
M

No No EL N
M 

[23] Y
e
s

Y
e
s 

No N
M

No No NM N
M 

[24] Y
e
s

Y
e
s 

No N
o 

No No EL No 

Our 
work 

Y
e
s

Y
e
s 

Yes Y
e
s 

No No Yes Ye
s 
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Table 11: Comparisons of our model’s positives and 
negatives the surveys related to the Self-Organizing Map 

Algorithm (SOM) in [20-24] 

Stud
ies 

Approa
ch 

Positives Negat
ives 

[20] The 
self-
organizi
ng map 

One result of this is 
that the self-
organization process 
can discover 
semantic 
relationships in 
sentences. Brain 
maps, semantic maps, 
and early work on 
competitive learning 
are reviewed. The 
self-organizing map 
algorithm (an 
algorithm which 
order responses 
spatially) is reviewed, 
focusing on best 
matching cell 
selection and 
adaptation of the 
weight vectors. 
Suggestions for 
applying the self-
organizing map 
algorithm, 
demonstrations of the 
ordering process, and 
an example of 
hierarchical 
clustering of data are 
presented. Fine 
tuning the map by 
learning vector 
quantization is 
addressed. The use of 
self-organized maps 
in practical speech 
recognition and a 
simulation 
experiment on 
semantic mapping are 
discussed. 

No 
menti
on 

[21] A 
compari
son of 
self-
organizi
ng map 
algorith
m and 

After the presentation 
of SOM adapted to 
ecological data, SOM 
was trained on 
popular example 
data; upland forest in 
Wisconsin (USA). 
The SOM results 

No 
menti
on 

some 
convent
ional 
statistic
al 
methods 
for 
ecologic
al 
commu
nity 
ordinati
on 

were compared with 
classical statistical 
techniques. Similarity 
between the results 
may be observed and 
constitutes a 
validation of the 
SOM method. SOM 
algorithm seems fully 
usable in ecology, it 
can perfectly 
complete classical 
techniques for 
exploring data and 
for achieving 
community 
ordination. 

[22] Clusteri
ng of 
the self-
organizi
ng map 

In this study, 
different approaches 
to clustering of the 
SOM are considered. 
In particular, the use 
of hierarchical 
agglomerative 
clustering and 
partitive clustering 
using K-means are 
investigated. The 
two-stage procedure-
first using SOM to 
produce the 
prototypes that are 
then clustered in the 
second stage-is found 
to perform well when 
compared with direct 
clustering of the data 
and to reduce the 
computation time. 

No 
menti
on 

[23] A 
Scalable 
Self-
organizi
ng Map 
Algorith
m for 
Textual 
Classifi
cation: 
A 
Neural 
Networ
k 
Approa
ch to 

The authors’ 
proposed data 
structure and 
algorithm took 
advantage of the 
sparsity of 
coordinates in the 
document input 
vectors and reduced 
the SOM 
computational 
complexity by 
several order of 
magnitude. The 
proposed Scaleable 
SOM (SSOM) 

No 
menti
on 
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Thesaur
us 
Generat
ion 

algorithm makes 
large-scale textual 
categorization tasks a 
possibility. 
Algorithmic intuition 
and the mathematical 
foundation of the 
authors’ research are 
presented in detail. 
The authors also 
describe three 
benchmarking 
experiments to 
examine the 
algorithm's 
performance at 
various scales: 
classification of 
electronic meeting 
comments, Internet 
homepages, and the 
Compendex 
collection. 

[24] The 
paramet
erless 
self-
organizi
ng map 
algorith
m 

The authors discuss 
the relative 
performance of the 
PLSOM and the 
SOM and 
demonstrate some 
tasks in which the 
SOM fails but the 
PLSOM performs 
satisfactory. Finally 
the authors discuss 
some example 
applications of the 
PLSOM and present 
a proof of ordering 
under certain limited 
conditions. 

No 
menti
on 

Our 
wor

k 

-We use Self-Organizing Map Algorithm 
using Only A Testing Data Set with The 
One-Dimensional Vectors and An Odds 
Ratio Coefficient to classify one 
document of the testing data set into 
either the positive polarity or the negative 
polarity in both the sequential 
environment and the distributed system. 
The positives and negatives of the 
proposed model are given in the 
Conclusion section. 

 
Table 12: Comparisons of our model’s results with 

the works related to [24-56]. 
 Odds Ratio Coefficient (ORC) 

Semantic classification, sentiment classification: SC 

Stu
die
s 

P
M
I 

J
M

Lang
uage 

S
D 

D
T 

O
R
C 

S
C 

Ot
he
r 
m
ea
su
re
s 

Se
ar
ch 
en
gi
ne
s 

[24
] 

Y
e
s 

N
o 

Engli
sh 

Y
e
s

Y
e
s 

N
o 

Y
e
s 

N
o 

N
o 
M
en
tio
n 

[25
] 

Y
e
s 

N
o 

Engli
sh 

Y
e
s

N
o 

N
o 

Y
e
s 

La
te
nt   
Se
m
an
tic  
A
na
lys
is  
(L
S
A)  

Al
ta
Vi
sta 

[26
] 

Y
e
s 

N
o 

Engli
sh 

Y
e
s

Y
e
s 

N
o 

Y
e
s 

Ba
sel
in
e; 
Tu
rn
ey
-
ins
pir
ed
; 
N
B; 
Cl
ust
er
+
N
B; 
H
u
m
an 

Al
ta
Vi
sta 

[27 Y N Engli Y Y N Y Si G
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] e
s 

o sh 

Germ
an 

e
s 

e
s 

o e
s 

m
Ra
nk 

oo
gl
e 
se
ar
ch 
en
gi
ne 

[28
] 

Y
e
s 

N
o 

Engli
sh 

Mace
donia
n 

Y
e
s 

Y
e
s 

N
o 

Y
e
s 

N
o 
M
en
tio
n 

Al
ta
Vi
sta 
se
ar
ch 
en
gi
ne 

[29
] 

Y
e
s 

N
o 

Engli
sh 

Arabi
c 

Y
e
s 

N
o 

N
o 

Y
e
s 

N
o 
M
en
tio
n 

G
oo
gl
e 
se
ar
ch 
en
gi
ne 
Bi
ng 
se
ar
ch 
en
gi
ne 

[30
] 

Y
e
s 

N
o 

Engli
sh 

Chine
se 

Y
e
s 

Y
e
s 

N
o 

Y
e
s 

S
V
M
(C
N)
; 
S
V
M
(E
N)
; 
S
V
M
(E
N
C

N
o 
M
en
tio
n 

N
1); 
S
V
M
(E
N
C
N
2); 
TS
V
M
(C
N)
; 
TS
V
M
(E
N)
; 
TS
V
M
(E
N
C
N
1); 
TS
V
M
(E
N
C
N
2); 
Co
Tr
ai
n 

[31
] 

Y
e
s 

N
o 

Engli
sh 

Spani
sh 

Y
e
s

Y
e
s 

N
o 

Y
e
s 

S
O 
Ca
lc
ul
ati
on 
S
V
M 

G
oo
gl
e 

[32
] 

Y
e
s 

N
o 

Chine
se 

Tibet

Y
e
s

Y
e
s 

N
o 

Y
e
s 

- 
Fe
at

N
o 
M
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an ur
e 
sel
ect
io
n 
-
Ex
pe
cta
tio
n 
Cr
os
s 
En
tro
py 
-
Inf
or
m
ati
on 
Ga
in 

en
tio
n 

[33
] 

Y
e
s 

N
o 

Chine
se 

Y
e
s 

Y
e
s 

N
o 

Y
e
s 

D
F, 
C
HI
, 
M
I 
an
dI
G 

N
o 
M
en
tio
n 

[34
] 

Y
e
s 

N
o 

Chine
se 

Y
e
s 

N
o 

N
o 

Y
e
s 

Inf
or
m
ati
on 
Bo
ttl
en
ec
k 
M
et
ho
d 
(I
B)
; 
L
E 

Al
ta
Vi
sta 

[35
] 

Y
e
s 

N
o 

Chine
se 

Y
e
s

Y
e
s 

N
o 

Y
e
s 

S
V
M 

G
oo
gl
e 
Ya
ho
o 
Ba
id
u 

[36
] 

Y
e
s 

N
o 

Japan
ese 

N
o

N
o 

N
o 

Y
e
s 

Ha
rm
on
ic
−
M
ea
n 

G
oo
gl
e 
an
d 
re
pl
ac
ed 
th
e 
N
E
A
R 
op
er
at
or 
wi
th 
th
e 
A
N
D 
op
er
at
or 
int
he 
S
O 
for
m
ul
a. 

[36
] 

Y
e
s 

Y
e
s 

Engli
sh 

Y
e
s

Y
e
s 

N
o 

Y
e
s 

Di
ce; 
N
G
D 

G
oo
gl
e 
se
ar
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ch 
en
gi
ne 

[37
] 

Y
e
s 

Y
e
s 

Engli
sh 

Y
e
s 

N
o 

N
o 

Y
e
s 

Di
ce; 
O
ve
rla
p 

G
oo
gl
e  

[38
] 

N
o 

Y
e
s 

Engli
sh 

Y
e
s 

Y
e
s 

N
o 

Y
e
s 

A  
Ja
cc
ar
d  
in
de
x  
ba
se
d  
cl
ust
eri
ng  
al
go
rit
h
m  
(JI
B
C
A) 

N
o 
M
en
tio
n 

[39
] 

N
o 

Y
e
s 

Engli
sh 

Y
e
s 

Y
e
s 

N
o 

Y
e
s 

Na
ıv
e 
Ba
ye
s, 
T
w
o-
St
ep 
M
ult
in
o
mi
al 
Na
ıv
e 
Ba

G
oo
gl
e 

ye
s, 
an
d 
T
w
o-
St
ep 
Po
ly
no
mi
al-
Ke
rn
el 
Su
pp
ort 
Ve
ct
or 
M
ac
hi
ne 

[40
] 

N
o 

Y
e
s 

Arabi
c 

N
o

N
o 

N
o 

Y
e
s 

Na
iv
e 
Ba
ye
s 
(N
B)
; 
Su
pp
ort 
Ve
ct
or 
M
ac
hi
ne
s 
(S
V
M
); 
Ro
O
R
Ch

N
o 
M
en
tio
n 
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io; 
Co
sin
e 

[41
] 

N
o 

Y
e
s 

Chine
se 

Y
e
s 

Y
e
s 

N
o 

Y
e
s 

A 
ne
w 
sc
or
e–
Ec
on
o
mi
c 
Va
lu
e 
(E
V 
), 
etc
. 

Ch
in
es
e 
se
ar
ch 

[42
] 

N
o 

Y
e
s 

Chine
se 

Y
e
s 

Y
e
s 

N
o 

Y
e
s 

Co
sin
e 

N
o 
M
en
tio
n 

[43
] 

N
o 

Y
e
s 

Engli
sh 

N
o 

Y
e
s 

N
o 

Y
e
s 

Co
sin
e 

N
o 
M
en
tio
n 

[44
] 

N
o 

Y
e
s 

Chine
se 

N
o 

Y
e
s 

N
o 

Y
e
s 

Di
ce; 
ov
erl
ap
; 
Co
sin
e 

N
o 
M
en
tio
n 

[45
] 

N
o 

N
o 

Vietn
amese 

N
o 

N
o 

N
o 

Y
e
s 

Oc
hi
ai 
M
ea
su
re 

G
oo
gl
e 

[46
] 

N
o 

N
o 

Engli
sh 

N
o 

N
o 

N
o 

Y
e
s 

Co
sin
e 
co

G
oo
gl
e 

eff
ici
en
t 

[47
] 

N
o 

N
o 

Engli
sh 

N
o

N
o 

N
o 

Y
e
s 

So
re
ns
en 
m
ea
su
re 

G
oo
gl
e 

[48
] 

N
o 

Y
e
s 

Vietn
amese 

N
o

N
o 

N
o 

Y
e
s 

Ja
cc
ar
d 

G
oo
gl
e 

[49
] 

N
o 

N
o 

Engli
sh 

N
o

N
o 

N
o 

Y
e
s 

Ta
ni
m
ot
o 
co
eff
ici
en
t 

G
oo
gl
e 

Ou
r 

wo
rk 

N
o 

N
o 

Engli
sh 
Lang
uage 

N
o

N
o 

Y
e
s 

Y
e
s 

N
o 

G
oo
gl
e 
se
ar
ch 
en
gi
ne 

 
Table 13: Comparisons of our model’s advantages and 

disadvantages with the works related to [24-56]. 

Sur
vey

s 

Approach Advantages Disad
vanta

ges 

[24
] 

Constructin
g sentiment 
lexicons in 
Norwegian 
from a 
large text 
corpus 

Through the 
authors’ PMI 
computations in 
this survey they 
used a distance of 
100 words from 
the seed word, but 
it might be that 
other lengths that 
generate better 
sentiment 
lexicons. Some of 

The 
autho
rs 
need 
to 
invest
igate 
this 
more 
closel
y to 
find 
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the authors’ 
preliminary 
research showed 
that 100 gave a 
better result. 

the 
optim
al 
distan
ce. 
Anoth
er 
factor 
that 
has 
not 
been 
invest
igated 
much 
in the 
literat
ure is 
the 
select
ion of 
seed 
words
. 
Since 
they 
are 
the 
basis 
for 
PMI 
calcul
ation, 
it 
might 
be a 
lot to 
gain 
by 
findin
g 
better 
seed 
words
. The 
autho
rs 
would 
like 
to 
explo
re the 
impac
t that 
differ

ent 
appro
aches 
to 
seed 
word 
select
ion 
have 
on the 
perfor
manc
e of 
the 
devel
oped 
senti
ment 
lexico
ns. 

[25
] 

Unsupervis
ed 
Learning of 
Semantic 
Orientation 
from a 
Hundred-
Billion-
Word 
Corpus. 

This survey has 
presented a 
general strategy 
for learning 
semantic 
orientation from 
semantic 
association, SO-
A. Two instances 
of this strategy 
have  been 
empirically 
evaluated, SO-
PMI-IR and SO-
LSA.  The  
accuracy  of  SO-
PMI-IR  is  
comparable  to  
the  accuracy  of  
HM,  the  
algorithm  of 
Hatzivassiloglou  
and  McKeown  
(1997).  SO-PMI-
IR  requires  a  
large  corpus,  but  
it  is  simple, easy 
to implement, 
unsupervised, and 
it is not restricted 
to adjectives. 

No 
Menti
on 

[26
] 

Graph-
based user 
classificati

The authors 
describe several 
experiments in 

There 
is still 
much 
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on for 
informal 
online 
political 
discourse 

identifying the 
political 
orientation of 
posters in an 
informal 
environment. The 
authors’ results 
indicate that the 
most promising 
approach is to 
augment text 
classification 
methods by 
exploiting 
information about 
how posters 
interact with each 
other 

left to 
invest
igate 
in 
terms 
of 
optim
izing 
the 
lingui
stic 
analy
sis, 
begin
ning 
with 
spelli
ng 
correc
tion 
and 
worki
ng up 
to 
shallo
w 
parsin
g and 
co-
refere
nce 
identi
ficati
on. 
Like
wise, 
it will 
also 
be 
worth
while 
to 
furthe
r 
invest
igate 
exploi
ting 
senti
ment 
value
s of 
phras
es 
and 

clause
s, 
taking 
cues 
from 
metho
ds 

[27
] 

A novel, 
graph-
based 
approach 
using 
SimRank. 

The authors 
presented a novel 
approach to the 
translation of 
sentiment 
information that 
outperforms 
SOPMI, an 
established 
method. In 
particular, the 
authors could 
show that 
SimRank 
outperforms SO-
PMI for values of 
the threshold x in 
an interval that 
most likely leads 
to the correct 
separation of 
positive, neutral, 
and negative 
adjectives. 

The 
autho
rs’ 
future 
work 
will 
includ
e a 
furthe
r 
exami
nation 
of the 
merits 
of its 
applic
ation 
for 
knowl
edge-
sparse 
langu
ages. 

[28
] 

Analysis in 
Twitter for 
Macedonia
n 

The authors’ 
experimental 
results show an 
F1-score of 92.16, 
which is very 
strong and is on 
par with the best 
results for 
English, which 
were achieved in 
recent SemEval 
competitions. 

In 
future 
work, 
the 
autho
rs are 
intere
sted 
in 
studyi
ng the 
impac
t of 
the 
raw 
corpu
s size, 
e.g., 
the 
autho
rs 
could 
only 
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collec
t half 
a 
millio
n 
tweet
s for 
creati
ng 
lexico
ns 
and 
analy
zing/e
valuat
ing 
the 
syste
m, 
while 
Kiritc
henko 
et al. 
(2014
) built 
their 
lexico
n on 
millio
n 
tweet
s and 
evalu
ated 
their 
syste
m on 
135 
millio
n 
Engli
sh 
tweet
s. 
More
over, 
the 
autho
rs are 
intere
sted 
not 
only 
in 
quanti

ty but 
also 
in 
qualit
y, i.e., 
in 
studyi
ng the 
qualit
y of 
the 
indivi
dual 
words 
and 
phras
es 
used 
as 
seeds. 

[29
] 

Using Web 
Search 
Engines for 
English and 
Arabic 
Unsupervis
ed 
Sentiment 
Intensity 
Prediction 

- For the General 
English sub-task, 
the authors’ 
system has 
modest but 
interesting results. 
- For the Mixed 
Polarity English 
sub-task, the 
authors’ system 
results achieve the 
second place. 
- For the Arabic 
phrases sub-task, 
the authors’ 
system has very 
interesting results 
since they applied 
the unsupervised 
method only 

Altho
ugh 
the 
result
s are 
encou
ragin
g, 
furthe
r 
invest
igatio
n is 
requir
ed, in 
both 
langu
ages, 
conce
rning 
the 
choic
e of 
positi
ve 
and 
negati
ve 
words 
which 
once 
associ
ated 
to a 
phras
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e, 
they 
make 
it 
more 
negati
ve or 
more 
positi
ve. 

[30
] 

Co-
Training 
for Cross-
Lingual 
Sentiment 
Classificati
on 

The authors 
propose a co-
training approach 
to making use of 
unlabeled Chinese 
data. 
Experimental 
results show the 
effectiveness of 
the proposed 
approach, which 
can outperform 
the standard 
inductive 
classifiers and the 
transductive 
classifiers. 

In 
future 
work, 
the 
autho
rs 
will 
impro
ve the 
senti
ment 
classi
ficati
on 
accur
acy in 
the 
follo
wing 
two 
ways: 
1) 
The 
smoot
hed 
co-
traini
ng 
appro
ach 
used 
in 
(Miha
lcea, 
2004) 
will 
be 
adopt
ed for 
senti
ment 
classi
ficati
on. 2) 
The 

autho
rs 
will 
emplo
y the 
struct
ural 
corres
ponde
nce 
learni
ng 
(SCL) 
domai
n 
adapti
on 
algori
thm 
used 
in 
(Blitz
er et 
al., 
2007) 
for 
linkin
g the 
transl
ated 
text 
and 
the 
natura
l text. 

[31
] 

Cross-
Linguistic 
Sentiment 
Analysis: 
From 
English to 
Spanish 

Our Spanish SO 
calculator 
(SOCAL) is 
clearly inferior to 
the authors’ 
English SO-CAL, 
probably the 
result of a number 
of factors, 
including a small, 
preliminary 
dictionary, and a 
need for 
additional 
adaptation to a 
new language. 
Translating our 
English dictionary 
also seems to 
result in 

No 
Menti
on 
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significant 
semantic loss, at 
least for original 
Spanish texts. 

[32
] 

Micro–blog 
Emotion 
Orientation 
Analysis 
Algorithm 
Based on 
Tibetan and 
Chinese 
Mixed Text 

By emotion 
orientation 
analyzing and 
studying of 
Tibetan microblog 
which is 
concerned in Sina, 
making Tibetan 
Chinese emotion 
dictionary, 
Chinese 
sentences, Tibetan 
part of speech 
sequence and 
emotion symbol 
as emotion factors 
and using 
expected cross 
entropy combined 
fuzzy set to do 
feature selection 
to realize a kind 
of microblog 
emotion 
orientation 
analyzing 
algorithm based 
on Tibetan and 
Chinese mixed 
text. The 
experimental 
results showed 
that the method 
can obtain better 
performance in 
Tibetan and 
Chinese mixed 
Microblog 
orientation 
analysis. 

No 
Menti
on 

[33
] 

An 
empirical 
study of 
sentiment 
analysis for 
Chinese 
documents 

Four feature 
selection methods 
(MI, IG, CHI and 
DF) and five 
learning methods 
(centroid 
classifier, K-
nearest neighbor, 
winnow classifier, 
Naïve Bayes and 

No 
Menti
on 

SVM) are 
investigated on a 
Chinese sentiment 
corpus with a size 
of 1021 
documents. The 
experimental 
results indicate 
that IG performs 
the best for 
sentimental terms 
selection and 
SVM exhibits the 
best performance 
for sentiment 
classification. 
Furthermore, the 
authors found that 
sentiment 
classifiers are 
severely 
dependent on 
domains or topics. 

[34
] 

Adapting 
Informatio
n 
Bottleneck 
Method for 
Automatic 
Constructio
n of 
Domain-
oriented 
Sentiment 
Lexicon 

The authors’ 
theory verifies the  
convergence 
property of the 
proposed method. 
The empirical 
results also 
support the 
authors’ 
theoretical 
analysis. In their 
experiment, it is 
shown that 
proposed method 
greatly 
outperforms the 
baseline methods 
in the task of 
building out-of-
domain sentiment 
lexicon. 

In 
this 
study, 
only 
the 
mutua
l 
infor
matio
n 
meas
ure is 
emplo
yed to 
meas
ure 
the 
three 
kinds 
of 
relati
onshi
p. In 
order 
to 
show 
the 
robust
ness 
of the 
frame
work, 
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the 
autho
rs’ 
future 
effort 
is to 
invest
igate 
how 
to 
integr
ate 
more 
meas
ures 
into 
this 
frame
work. 

[35
] 

Sentiment 
Classificati
on for 
Consumer 
Word-of-
Mouth in 
Chinese: 
Compariso
n between 
Supervised 
and 
Unsupervis
ed 
Approache
s 

This study adopts 
three supervised 
learning 
approaches and a 
web-based 
semantic 
orientation 
approach, PMI-
IR, to Chinese 
reviews. The 
results show that 
SVM outperforms 
naive bayes and 
N-gram model on 
various sizes of 
training examples, 
but does not 
obviously exceeds 
the semantic 
orientation 
approach when 
the number of 
training examples 
is smaller than 
300. 

No 
Menti
on 

[36
] 

Modifying 
SO-PMI 
for 
Japanese 
Weblog 
Opinion 
Mining by 
Using a 
Balancing 
Factor and 

After these 
modifications, the 
authors achieved a 
well-balanced 
result: both 
positive and 
negative accuracy 
exceeded 70%. 
This shows that 
the authors’ 

In the 
future
, the 
autho
rs 
will 
evalu
ate 
differ
ent 

Detecting 
Neutral 
Expression
s 

proposed 
approach not only 
adapted the SO-
PMI for Japanese, 
but also modified 
it to analyze 
Japanese opinions 
more effectively. 

choic
es of 
words 
for 
the 
sets 
of 
positi
ve 
and 
negati
ve 
refere
nce 
words
. The 
autho
rs 
also 
plan 
to 
apprai
se 
their 
propo
sal on 
other 
langu
ages. 

[36
] 

In this 
survey, the 
authors 
empirically 
evaluate 
the 
performanc
e of 
different 
corpora in 
sentiment 
similarity 
measureme
nt, which is 
the 
fundamenta
l task for 
word 
polarity 
classificati
on. 

Experiment 
results show that 
the Twitter data 
can achieve a 
much better 
performance than 
the Google, 
Web1T and 
Wikipedia based 
methods. 

No 
Menti
on 

[37
] 

Adjective-
Based  
Estimation  
of  Short  

The  adjectives  
are  ranked  and  
top  na  adjectives  
are considered as 

In  
the 
autho
rs’  
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Sentence’s 
Impression 

an output of 
system.  For 
example, the 
experiments  were  
carried out and 
got fairly good 
results. With the 
input  “it is  
snowy”, the 
results are  white  
(0.70),  light  
(0.49),  cold  
(0.43),  solid 
(0.38), and scenic 
(0.37) 

future  
work,  
they  
will  
impro
ve  
more  
in  the  
tasks  
of  
keyw
ord  
extrac
tion  
and  
sema
ntic 
simila
rity 
metho
ds to 
make 
the 
propo
sed 
syste
m 
worki
ng 
well 
with 
compl
ex 
inputs
. 

[38
] 

Jaccard 
Index 
based 
Clustering 
Algorithm 
for Mining 
Online 
Review 

In this work, the 
problem of 
predicting sales 
performance using 
sentiment  
information  
mined  from  
reviews  is  
studied  and  a 
novel  JIBCA  
Algorithm  is  
proposed  and  
mathematically 
modeled.  The  
outcome  of  this  
generates  
knowledge  from 
mined data that 
can be useful for 

For  
future 
work, 
by 
using 
this  
frame
work, 
it can 
exten
d it to  
predic
ting 
sales  
perfor
manc
e  in  
the  
other  
domai

forecasting sales. ns  
like  
custo
mer 
electr
onics,  
mobil
e  
phone
s,  
comp
uters  
based  
on  
the  
user 
revie
ws 
poste
d on 
the 
websi
tes, 
etc. 

[39
] 

Twitter 
sentiment 
classificati
on for 
measuring 
public 
health 
concerns 

Based on the 
number of tweets 
classified as 
Personal 
Negative, the 
authors compute a 
Measure of 
Concern (MOC) 
and a timeline of 
the MOC. We 
attempt to 
correlate peaks of 
the MOC timeline 
to the peaks of the 
News (Non-
Personal) 
timeline. The 
authors’ best 
accuracy results 
are achieved using 
the two-step 
method with a 
Naïve Bayes 
classifier for the 
Epidemic domain 
(six datasets) and 
the Mental Health 
domain (three 
datasets). 

No 
Menti
on 

[40 Ensemble The experimental No 



Journal of Theoretical and Applied Information Technology 
31st August 2018. Vol.96. No 16 

 © 2005 – ongoing  JATIT & LLS   

 

ISSN: 1992-8645                                                         www.jatit.org                                                        E-ISSN: 1817-3195  

 
5212 

 

] of 
Classificati
on 
algorithms 
for 
Subjectivit
y and 
Sentiment 
Analysis of 
Arabic 
Customers' 
Reviews 

results show that 
the ensemble of 
the classifiers 
improves the 
classification 
effectiveness in 
terms of macro-F1 
for both levels. 
The best results 
obtained from the 
subjectivity 
analysis and the 
sentiment 
classification in 
terms of macro-F1 
are 97.13% and 
90.95% 
respectively. 

Menti
on 

[41
] 

Automatic 
Constructio
n of 
Financial 
Semantic 
Orientation 
Lexicon 
from 
Large-
Scale 
Chinese 
News 
Corpus 

Semantic 
orientation 
lexicon of positive 
and negative 
words is 
indispensable for 
sentiment 
analysis. 
However, many 
lexicons are 
manually created 
by a small number 
of human 
subjects, which 
are susceptible to 
high cost and bias. 
In this survey, the 
authors propose a 
novel idea to 
construct a 
financial semantic 
orientation 
lexicon from 
large-scale 
Chinese news 
corpus 
automatically ... 

No 
Menti
on 

[42
] 

Sentiment 
Classificati
on in 
Under-
Resourced 
Languages 
Using 
Graph-
based 

In particular, the 
authors found that 
choosing initially 
labeled vertices in 
aORCordance 
with their degree 
and PageRank 
score can improve 
the performance. 

As 
future 
work, 
first, 
the 
autho
rs 
will 
attem

Semi-
supervised 
Learning 
Methods 

However, pruning 
unreliable edges 
will make things 
more difficult to 
predict. The 
authors believe 
that other people 
who are interested 
in this field can 
benefit from their 
empirical 
findings. 

pt to 
use a 
sophi
sticat
ed 
appro
ach to 
induc
e 
better 
senti
ment 
featur
es. 
The 
autho
rs 
consi
der 
such 
elabor
ated 
featur
es 
impro
ve the 
classi
ficati
on 
perfor
manc
e, 
especi
ally 
in the 
book 
domai
n. 
The 
autho
rs 
also 
plan 
to 
exploi
t a 
much 
larger 
amou
nt of 
unlab
eled 
data 
to 
fully 



Journal of Theoretical and Applied Information Technology 
31st August 2018. Vol.96. No 16 

 © 2005 – ongoing  JATIT & LLS   

 

ISSN: 1992-8645                                                         www.jatit.org                                                        E-ISSN: 1817-3195  

 
5213 

 

take 
advan
tage 
of 
SSL 
algori
thms 

[43
] 

A text-
mining 
approach 
and 
combine it 
with 
semantic 
network 
analysis 
tools 

In summary, the 
authors hope the 
text-mining and 
derived market-
structure analysis 
presented in this 
paper provides a 
first step in 
exploring the 
extremely large, 
rich, and useful 
body of consumer 
data readily 
available on Web 
2.0. 

No 
Menti
on 

[44
] 

Sentiment 
Classificati
on in 
Resource-
Scarce 
Languages 
by using 
Label 
Propagatio
n 

The authors 
compared our 
method with 
supervised 
learning and semi-
supervised 
learning methods 
on real Chinese 
reviews 
classification in 
three domains. 
Experimental 
results 
demonstrated that 
label propagation 
showed a 
competitive 
performance 
against SVM or 
Transductive 
SVM with best 
hyper-parameter 
settings. 
Considering the 
difficulty of 
tuning hyper-
parameters in a 
resourcescarce 
setting, the stable 
performance of 
parameter-free 
label propagation 

The 
autho
rs 
plan 
to 
furthe
r 
impro
ve the 
perfor
manc
e of 
LP in 
senti
ment 
classi
ficati
on, 
especi
ally 
when 
the 
autho
rs 
only 
have 
a 
small 
numb
er of 
labele
d 

is promising. seeds. 
The 
autho
rs 
will 
exploi
t the 
idea 
of 
restric
ting 
the 
label 
propa
gating 
steps 
when 
the 
availa
ble 
labele
d data 
is 
quite 
small. 

[45
] 

A 
Vietnamese 
adjective 
emotion 
dictionary 
based on 
exploitatio
n of 
Vietnamese 
language 
characterist
ics 

The Vietnamese 
adjectives often 
bear emotion 
which values (or 
semantic scores) 
are not fixed and 
are changed when 
they appear in 
different contexts 
of these phrases. 
Therefore, if the 
Vietnamese 
adjectives bring 
sentiment and 
their semantic 
values (or their 
sentiment scores) 
are not changed in 
any context, then 
the results of the 
emotion 
classification are 
not high accuracy. 
The authors 
propose many 
rules based on 
Vietnamese 
language 
characteristics to 
determine the 

not 
calcul
ating 
all 
Vietn
amese 
words 
compl
etely; 
not 
identi
fying 
all 
Vietn
amese 
adject
ive 
phras
es 
fully, 
etc. 
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emotional values 
of the Vietnamese 
adjective phrases 
bearing sentiment 
in specific 
contexts. The 
authors’ 
Vietnamese 
sentiment 
adjective 
dictionary is 
widely used in 
applications and 
researches of the 
Vietnamese 
semantic 
classification. 

[46
] 

A 
Valences-
Totaling 
Model for 
English 
Sentiment 
Classificati
on 

The authors 
present a full 
range of English 
sentences; thus, 
the emotion 
expressed in the 
English text is 
classified with 
more precision. 
The authors new 
model is not 
dependent on a 
special domain 
and training data 
set—it is a 
domain-
independent 
classifier. The 
authors test our 
new model on the 
Internet data in 
English. The 
calculated valence 
(and polarity) of 
English semantic 
words in this 
model is based on 
many documents 
on millions of 
English Web sites 
and English social 
networks. 

It has 
low 
accur
acy; it 
misse
s 
many 

senti
ment-
bearin
g 
Engli
sh 
words
; it 
misse
s 
many 
senti
ment-
bearin
g 
Engli
sh 
phras
es 
becau
se 

somet
imes 
the 
valen
ce of 
a 
Engli
sh 
phras

e is 
not 
the 
total 
of the 
valen
ces of 
the 
Engli
sh 
words 

in this 
phras
e; it 
misse
s 
many 
Engli
sh 
sente
nces 
which 
are 
not 
proce
ssed 
fully; 
and it 
misse
s 

many 
Engli
sh 
docu
ments 
which 
are 
not 
proce
ssed 
fully. 

[47
] 

Shifting 
Semantic 
Values of 
English 
Phrases for 
Classificati
on 

The results of the 
sentiment 
classification are 
not high accuracy 
if the English 
phrases bring the 
emotions and their 
semantic values 
(or their sentiment 
scores) are not 
changed in any 
context. For those 
reasons, the 

This 
surve
y is 
only 
applie
d to 
the 
Engli
sh 
adver
b 
phras
es. 
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authors propose 
many rules based 
on English 
language 
grammars to 
calculate the 
sentimental values 
of the English 
phrases bearing 
emotion in their 
specific contexts. 
The results of this 
work are widely 
used in 
applications and 
researches of the 
English semantic 
classification. 

The 
propo
sed 
model 
is 
neede
d to 
resear
ch 
more 
and 
more 
for 
the 
differ
ent 
types 
of the 
Engli
sh 
words 
such 
as 
Engli
sh 
noun, 
Engli
sh 
adver
bs, 
etc 

[48
] 

A Valence-
Totaling 
Model for 
Vietnamese 
Sentiment 
Classificati
on 

The authors have 
used the VTMfV 
to classify 30,000 
Vietnamese 
documents which 
include the 15,000 
positive 
Vietnamese 
documents and 
the 15,000 
negative 
Vietnamese 
documents. The 
authors have 
achieved accuracy 
in 63.9% of the 
authors’ 
Vietnamese 
testing data set. 
VTMfV is not 
dependent on the 
special domain. 
VTMfV is also 
not dependent on 

it has 
a low 
accur
acy. 

the training data 
set and there is no 
training stage in 
this VTMfV. 
From the authors’ 
results in this 
work, our VTMfV 
can be applied in 
the different fields 
of the Vietnamese 
natural language 
processing. In 
addition, the 
authors’ TCMfV 
can be applied to 
many other 
languages such as 
Spanish, Korean, 
etc. It can also be 
applied to the big 
data set sentiment 
classification in 
Vietnamese and 
can classify 
millions of the 
Vietnamese 
documents 

[49
] 

Semantic 
Lexicons of 
English 
Nouns for 
Classificati
on 

The proposed 
rules based on 
English language 
grammars to  
calculate  the  
sentimental values 
of  the  English 
phrases bearing 
emotion in their  
specific contexts. 
The results of the 
sentiment 
classification are 
not high accuracy 
if the English 
phrases bring the 
emotions and their 
semantic values 
(or  their  
sentiment  scores)  
are  not  changed  
in  any  context.  
The  valences  of  
the  English  
words  (or  the  
English  phrases)  
are identified  by  
using Tanimoto  

This 
surve
y is 
only 
applie
d in 
the 
Engli
sh 
noun 
phras
es. 
The 
propo
sed 
model 
is 
neede
d to 
resear
ch 
more 
and 
more 
about 
the 
differ
ent 
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Coefficient (TC) 
through  the  
Google  search  
engine  with  
AND  operator  
and  OR  operator.  
The emotional 
values of the 
English noun 
phrases are based 
on the English 
grammars 
(English language 
characteristics) 

types 
of the 
Engli
sh 
words 
such 
as 
Engli
sh 
Engli
sh 
adver
bs, 
etc. 

Ou
r 

wo
rk 

-We use Self-Organizing Map Algorithm 
using Only A Testing Data Set with The 
One-Dimensional Vectors and An Odds 
Ratio Coefficient to classify one 
document of the testing data set into 
either the positive polarity or the negative 
polarity in both the sequential 
environment and the distributed system. 
The advantages and disadvantages of this 
survey are shown in the Conclusion 
section. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


