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ABSTRACT 

 
Automatic extraction of hidden ideas from texts is extremely important that would help decision makers to 
identify and retrieve significant information, which possibly used to solve current problems. However, 
adequate measurements need to be utilized to verify candidate ideas. In existing idea mining measurement 
research, a well-balanced measurement is used to measure the distribution of the number of known and 
unknown terms from the idea text and the context text to find useful ideas within a text pattern. The existing 
models do not take into consideration the relationships between these terms which may share one or more 
semantic component. This leads to a limited characterization of potential ideas. Therefore, this paper proposes 
an improvement to the idea mining model by considering the semantic relationships among terms based on 
synonyms by using the WordNet. The effectiveness of the proposed model is evaluated on a dataset consisting 
of 50 randomly selected abstracts of scientific articles. Based on the results, the proposed model showed an 
improvement in the performance of the idea mining model where an increase of 28.4% is achieved.   

Keywords: Idea mining, Information retrieval, WordNet, text pattern, text mining. 
 
1. INTRODUCTION 

Innovation has become the key to the success of 
many organizations or nations in order to be 
competitive in the real world. It is driven by the 
capability of its member or citizen to generate an 
interesting idea and making it work. Brainstorming 
has been used as an idea generation technique for 
decades [1]. However, it is both expensive and 
challenging creative process to discover interesting 
ideas in order to solve a problem or to assist in 
decision-making. In the process, textual resources 
such as scientific publications and the Web have 
been utilized as the source for the idea [2, 3].  

A technique called idea mining was introduced 
in [2] to identify interesting idea from the text. It has 
been successful in many related applications such as 
in [4, 5, 6, 7]. The technique is inspired by the 
concept of the technological idea [8], in which an 
idea comprises of either an unknown solution to a 
known problem or a known solution to an unknown 
problem. In idea mining, the problem is simplified to 

finding a piece of text that consists of either known 
and unknown terms or noun phrases within the same 
context in the text. The context has been modelled as 
a snippet of the text called text pattern in [2], or a 
sentence in [9], or an edge between clusters of the 
conceptual graph [10].  

Thorleuchter 𝑒𝑡 𝑎𝑙. proposed an idea mining 
technique in [2] based on the framework of 
information retrieval [11]. In order to identify idea 
an , the text is first divided into a set of text patterns 
by using a special windowing technique. The 
problem of idea mining is simplified as assigning 
scores to each text pattern and ranked them in a 
decreasing order based on the scores. As such, the 
top-ranked text pattern can be identified to contain 
the interesting idea from the text.  

In the paper, the authors suggested an idea 
mining measurement model that includes identifying 
terms in the text pattern as known and unknown 
terms, and the measurement will take into account 
the frequency of those terms as well as the balance 
distribution of them within the text pattern. In order 
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to accomplish that, the authors used another 
collection of text as the context to identify the idea, 
and the text is also divided into another set of text 
patterns. As such, the text patterns from the text 
containing the idea (idea text) are compared to those 
text patterns from the other collection of text 
(context text) to identify the known and unknown 
terms within the idea text. As shown in Figure 1, 
known terms are those terms common in both text 
patterns, while unknown terms only appear in the 
idea text.  

 

 

Figure 1:The combination  of known and unknown terms 
visualized as a Venn diagram 

Unfortunately, the proposed model does not take 
into consideration that there could be a semantic 
relation between those known and unknown terms. 
For instance, those terms may share a similar 
meaning through synonyms such that it should 
belong to the same known terms set. As the model 
depends largely on the correct classification of those 
terms, it will affect the performance of the model in 
identifying the idea from the text.  

Therefore, this paper proposes an improvement 
to the idea mining model proposed in [2] by 
considering the semantic relationships among the 
known and unknown terms within the text pattern. In 
particular, this paper focuses on lexical semantic 
among terms based on synonyms by using the 
WordNet. It is argued that by modeling the semantic 
relationships between terms within the text, the 
pattern will improve the performance of the idea 
mining model.  

The remaining of the paper is structured as 
follows. A review of related work is presented in the 
following section. Section 3 elaborates the proposed 
idea mining model that incorporates lexical semantic 
relationships between terms. Then, the experimental 
setup and the assumptions for the evaluation of the 
model are discussed in details in Section 4. After 

that, the results are analyzed in Section 5. Finally, 
the conclusion of the work is given in Section 6.  

 

2.  RELATED WORK 

2.1  Knowledge creation 

Text-based knowledge creation plays an 
important role in scientific discovery. Many useful 
studies have contributed to the organizing of 
valuable information and the identification of facts 
in textual data that will solve practical problems. In 
studies by [12, 13], word processing tools such as 
information retrieval (IR) and information extraction 
(IE) were used to support the creation process.  

2.2 Idea generation technique 

Idea generation is generally the starting point of 
innovation. Generating ideas, therefore, is a well-
known topic that is related to creativity in 
psychology and cognitive science [14]. Liu et al. in 
[9] established an idea generation approach to 
automate the brainstorming process via machine 
learning. Besides that, there are several other 
approaches dealing with the creation of new ideas. 
By referring to these approaches, the adequate 
rationale for the idea mining process is proposed 
consists of three steps:  
1. Preparation of collecting document; In the first 

step, the idea mining approach focused on the 
provided textual information by the user that 
contained a description of the problem.  

2. Extraction of text patterns from idea text and 
context text: In the second step, the user has to 
provide further textual information which may 
contain an idea that probably can solve the 
problem. Therefore, with an automatic process, 
text patterns appeared in a very large number of 
overlapped text should be extracted (see section 
3.2). Text patterns are then compared to the 
problem description by using a specific idea 
mining measure. With this measure, text 
patterns can be classified as an idea.  

3. Evaluation of text patterns: In the third step, all 
extracted text patterns will be compared to the 
problem description by using a specific idea 
mining measure and evaluated for their usability 
and usefulness.  

2.3 Idea definition 
Recently, researchers have observed an 

increased interest in the issues of idea formulation. 
[9] addressed significant issues in idea generating. 
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The first issue is based on idea concept, which is not 
well-defined. However, experts find it difficult to 
evaluate, since there is no specific concept of the 
idea. The second issue, the composing of new ideas 
are constructed upon domain knowledge that is 
problematic to formalize. Literature shows a variety 
of idea definitions, but there is no precise and formal 
definition of the concept of an idea. However, based 
on an investigation by [15], a formal definition of the 
concept of the idea as a solution to the problem to 
improve the service or the process within the 
organization is presented. The production of ideas, 
whether about processes, products, or other relevant 
phenomena, considered to be both novel and useful 
[16].  

The idea is defined as an association between 
two or more entities [17], or a pair of attributes called 
problem and solution, both represented by noun 
phrases [9]. The researchers in [2, 3, 6, 18] referred 
the definitions of the idea as a combination of several 
words appearing together in a textual pattern 
(purpose and a corresponding means) represented as 
term vectors, where all terms from the idea text 
(known) should not occur in text pattern from the 
context text. known terms refer to the terms that 
appear in both idea text and context text. While the 
unknown terms refer to the terms that only appear in 
the idea text and has no matches in the document 
collection. According to philosophy [19], there will 
be no idea if all terms in text pattern from the idea 
text are unknown because there is no relation to the 
context text.  

2.4 Idea mining approaches 
In recent years, a large number of models such 

as the TF-IDF weighting model [20], text extraction 
model [21] and idea mining model [5] have been 
proposed to estimate the probability of a query term 
in a document based on the distribution or the 
statistics of the term, such as the term frequency, the 
collection term frequency, and the term’s similarity. 
However, most of the models use the bag of words 
approach to extract the potential text needed.  

Several studies investigating the extraction of 
ideas have been carried out. The general idea mining 
approach is proposed in [2], who introduced the 
concept of idea mining as an automatic process of 
mining new ideas from the unstructured text. They 
used similarity-based measures to investigate how 
one can extract new and useful ideas from 
unstructured text from research proposals. This 
approach aims to extract the ideas from the idea text 
provided by the user and evaluate them based on 
their ability to solve the problems described in the 
document collections. It models known and unknown 

terms as to be well balanced based on their co-
occurrence in text pattern. The balancing measure of 
known and unknown terms is considered to be the 
backbone of mining new idea field. The above 
finding is consistent with the study by [22] who 
proposed a method using patent databases for the 
fundamental idea search represented by object-
condition-action attributes for solving a creative 
problem.  

In another study, the authors proposed an idea 
web extraction approach from online domain [3]. 
This work is similar to the baseline model [2] and 
can be simplified as a text mining process of finding 
dissimilarity of text terms between a problem 
description and a problem solution idea. 
Furthermore, [4, 23] analyzed the impact of textual 
information from e-commerce websites on their 
commercial success. In addition, [9] extracted noun-
phrases within the titles and abstracts of the 
publications using Part-of-speech (POS) tagging 
algorithm. They assumed that noun-phrases are 
sufficient to represent candidate ideas using n-grams 
model. Their approach extracted the idea candidates 
by classifying the idea components into problem and 
solution phrases. Then, pairing them with a co-
occurring known-idea triple using a collaborative 
filtering algorithm.  

A search of the literature revealed a study on 
idea discovery through data synthesis (events and 
their relations), which proposed a dynamic process 
of idea discovery to turn data into scenario maps by 
cluster the eliciting human insights [10]. The study 
by [24] also proposed a semi-automatic text mining 
technique to retrieve useful text patterns from ideas 
posted on crowdsourcing application. This technique 
is consistent with the proposed measure of [2] that 
used a well-balanced measurement to generate ideas 
for new product development.  

The research to date tends to focus on 
classification rather than extraction [25] .The authors 
proposed a classification method to automatically 
detect text as an idea or none idea in online 
communities using machine learning and text 
mining techniques. In their study, linear support 
vector machine was used to classify the text pattern 
of 3,000 texts, and human experts were employed to 
evaluate the extracted texts with the promising 
results of idea classification.  

Similar terms and documents may not be 
semantically similar. In order to refine this 
estimation, [26, 27] predefined the text as classes 
that can be interpreted as a textual pattern which 
represents the characteristics of textual documents, 
such as, a scientific publication. With the same 
objective, [28] identified textual patterns to represent 
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weak technological signals from the Internet. In 
order to determine the effects of idea mining, [6] 
combined the idea indication (weak signal analysis) 
with idea mining which is used to filter the results 
and weak signal analysis using semantic clustering 
(LSI). It has been reported that this work has a limit 
to recognize the low information content which 
needs and extending further cross-cutting relations 
using different semantic clustering instead of using 
LSI.  

2.5 Lexicon syntactical of text identification 
In term of extracting the overlapping relations 

between terms that are not appearing in the 
preprocessing stage, a lexicon syntactical approach 
for the idea mining is proposed. WordNet is an 
online semantic dictionary, lexical database, for the 
English language [29, 30] developed at the 
University of Princeton [31] and continued to be 
maintained. The version used in this study is 
WordNet 3.0, which contains 155287 words 
organized in 117659 synsets for a total of 206941 
word-sense pairs; in compressed form, it is about 12 
megabytes in size [32]. WordNet provides many 
types of relationships among concepts. A synonym 
is WordNet’s basic relation because WordNet uses 
sets of synonyms (synsets) to represent word senses. 
Synsets are related to each other with terminological 
relations such as synonyms relations [33]. Fellbaum 
reported that synsets are an asymmetric relation 
between word forms [33].  

Despite prior findings, most studies have been 
conducted for many different purposes. However, 
the dominant research domain is to calculate the 
term’s similarity rather than meanings [35]. In 
contrast, little attention has been paid to examine the 
possibility of detecting the representation of the text 
by identifying the relationship between terms. [36] 
used syntactic patterns to extract semantic 
relationships such as meronymy and synonymy from 
clinical documents. In other words, this study relied 
on syntactic patterns to facilitate the identification of 
the nouns and noun-phrases, which are the important 
terms in the documents. However, experimental 
results showed that not all syntactic patterns 
produced the same quality of semantic relationships 
due to the low frequency of the syntactic patterns in 
any of the documents although WordNet was used 
for extracting the noun-phrases. Furthermore, there 
is also other work that used nouns and noun-phrases 
to improve text extraction [37].  

In another study, [38] developed a morphology 
system using WordNet to enhance creative ideation 
based on meronym/holonym relationship, whereas 
values are generated based on hypernym/hyponym 

relationship of WordNet. Ibekwe et al. [39] also used 
synonyms from WordNet to build a finite state 
automaton with syntactic patterns to tag sentences 
that used to summarize the scientific documents 
based on its category. However, the all mentioned 
work are all limited in specific types of sentences 
within documents.  

In general, the proposed approach of integrating 
WordNet provides an effective means to generate a 
large number of alternatives, which may give an 
impression, and perception of the appropriate 
composition of the text extracted. Therefore, the 
processing of the existing idea mining framework 
will be modified according to the new proposed 
balancing model. However, existing approaches [2, 
3, 5, 9, 24, 25, 40] have paid no attention to the 
relationships between terms from the 
characterization of potential ideas. The motivation of 
formulating a new measure is needed to extract 
potential ideas latent within a huge amount of text. It 
will help to improve idea identification performance 
and to effectively characterize more candidate ideas.  

3. IDEA MINING FRAMEWORK 

The aim of idea mining is to identify a piece of 
text that possibly contains an interesting idea. The 
framework was proposed by Thorleuchter 𝑒𝑡 𝑎𝑙. in 
[2] that consists of several steps such as 
preprocessing, text pattern creation, terms vector 
generation, text patterns similarity calculation and 
idea measurement, as shown in Figure 2. An 
improvement of idea mining proposed in this paper 
based on modeling lexical semantic is discussed in 
Section 3.5 and 3.6.  

  

Figure 2: Framework of idea mining based on the lexical 
semantic model 
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3.1. Preprocessing 
In the preprocessing step, both texts (idea text 

and context text) are transformed into an appropriate 
format for further processing [41]. First, the text is 
cleaned to remove scripting code, punctuation, as 
well as specific characters. Next, the texts are 
tokenized to split them into tokens (terms). The 
terms that appear only once or twice are also 
discarded as a result of Zipf’s Law [42]. Those terms 
carry less meaning and removing them will reduce 
the size of the vocabulary. Finally, the well-known 
Porter stemmer algorithm [43] is applied to the 
tokens, and related terms with the same stem are 
grouped together for further processing.  

3.2. Text Pattern Creation 
In this step, both texts (idea text and context 

text) are split into a set of text patterns. The text 
pattern from the idea text represents the text phrases 
in which the interesting idea could be identified, 
while those from context text will be the context for 
the identification. Therefore, those text patterns 
from the idea text will be the candidates for the idea.  

The algorithm for extracting text pattern from 
the text was proposed and elaborated extensively in 
[2], and it is adopted in this paper. In short, the text 
is scanned in order to identify stopwords and non-
stop words. For each non-stopword appears in 
sequence, a set of other non-stopwords surrounded 
by a number of stopwords to its left and to its right 
are selected based on the length 𝑙 as shown in Figure 
3. In the example, the non-stopword being processed 
is ’extracting’ and 𝑙 ൌ 2. From left, the non-
stopword term ’process’ is selected because it is 
surrounded by two stopwords which are ’as’ and 
’off’, while the terms ’new’, ’useful’ and ’idea’ are 
selected from right as they are surrounded by the 
stopwords ’and’ and ’form’. Based on the previous 
study, the best 𝑙 is set to 8 so that they contain all 
terms representing the idea [7]. Due to the potential 
overlap in the process, many duplicates text patterns 
will be generated, thus the duplicates are removed.  

 
 Figure 3: An example of how text pattern is created from text 

3.3. Term vector creation 
The text patterns discovered from the idea text 

are compared to the text patterns from the context 
text to find the top similar pairs. As such, term 
vectors in vector space model are created to 
represent every text pattern. In this paper, tf-idf 
weighting proposed in [44] is used. In essence, a 
term 𝑡 in the text pattern 𝑑 is weighted based on its 
frequency 𝑡𝑓ሺ௧,ௗሻ in 𝑑 and its inverse document 
frequency 𝑖𝑑𝑓௧ in the collection of text patterns.  

 
𝑡𝑓 െ 𝑖𝑑𝑓௧,ௗ ൌ 𝑡𝑓௧,ௗ. 𝑖𝑑𝑓௧ (1) 

3.4. Similarity measure 
In order to compute the overlap between two 

vectors, a frequently used distance measure is the 
Euclidian distance, which is suited for idea mining 
implementation [45, 46]. In practice, this similarity 
measure considered as a proper predictor for vector 
(word) similarity calculations and it is very sensitive 
values frequency counts occur.  

In more recent studies for mining ideas [3, 5, 
18], the term vector from idea text are compared to 
all vectors from context text using similarity 
measures, and then only the top similar pairs for 
more than the threshold is considered for idea 
mining measurement presented in Section 3.6.  

Traditionally, the extraction of a new idea 
depends on the context text where textual patterns 
representing known ideas occur [18]. This is further 
simplified as finding part of a text that potentially 
contains both terms (or words) that are known, refers 
to the intersected terms in idea text and context text, 
and unknown, refers to the terms solely in idea text. 
This is visualized in the Venn diagrams of Figure 1 
in which the intersection of these documents shows 
the overlapping terms to produce the known and 
unknown terms which will be used for the extraction 
measurements.  

3.5. Term relation identifier 
The existing model is syntactical and does not 

consider lexical relations between words for 
identifying the known and unknown terms. In this 
paper, an approach to incorporate term relation in 
idea mining model is proposed. In order to detect the 
relations between terms in idea text with terms 
appear in both idea text and context text, the 
proposed model integrates WordNet with the 
processed text patterns. WordNet provides a tool to 
search dictionaries conceptually by grouping words 
into synonym sets (called synset). For this purpose, 
this work limits the relations between the synsets to 
synonym relationships. WordNet uses sets of 
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synonyms (synsets) to represent the text pattern 
which contains a lexical relation that shares one or 
more semantic component. Accordingly, the most 
appropriate combinations are selected as a SynWord 
set, which are words that resulted from the 
relationship between known and unknown terms. In 
order To realize the processing, it is described as 
follows:  
Definition 1.  Let 𝐾= idea text ∩ context text, be the 
set of known terms. Let 𝑈 = idea text - 𝐾 , be the set 
of unknown terms in idea text. Let 𝐾௦௬ be the list of 
the synonym words of set 𝐾 that will be extracted 
from WordNet. Let 𝑈௦௬ be the list of the synonym 
words of set 𝑈 that will be extracted from WordNet. 
Then the description of SynWord is defined in 
Equation 2 as:  

 
𝑆𝑦𝑛𝑊𝑜𝑟𝑑 ൌ ሺ𝐾 ∩ 𝑈௦௬ሻ ∪ ሺ𝑈 ∩ 𝐾௦௬ሻ (2) 

 
Based on Definition 1, the new characterizations of 
known terms are set and defined as:  
 

𝑞 ൌ 𝐾 െ 𝑆𝑦𝑛𝑊𝑜𝑟𝑑 (3) 
 

and the unknown terms are set and defined as:  
 

𝑝 ൌ 𝑈 െ 𝑆𝑦𝑛𝑊𝑜𝑟𝑑 (4) 

 
The overlapped components after identifying 

the SynWord terms are visualized in the Venn 
diagrams of Figure 4 to produce the terms known, 
unknown and SynWord.   

  

 Figure 4: Venn diagram of the co-occurrence relation 
terms based on the intersection between known and 

unknown 

 

3.6. Lexicon relation idea mining measurement 
In this section, the idea mining measurements 

proposed in [2] is investigated, which support users 
to extract ideas in text phrases based on known and 
unknown terms. Further, the proposed extraction 
measurement that considers the lexical relationships 
between terms which would produce more term’s 
dimensions is presented in details.  

3.6.1. Baseline approach 
The recent technique [2] proposed a sub-

measures of idea mining to compare the relationship 
between a set of pair texts based on the statements 
introduced in [8] outlined as if:  
 the number of known and unknown terms is well 

balanced,  
 known terms occur more frequently in the 

context of text than other terms,  
 unknown terms occur more frequently in idea 

text than other terms, and  
 specific terms occur, which are characteristic 

for a new idea.  
The heuristic idea mining measurement took into 
account these logic statements and conceived them 
as parameters, which are discussed as follows:  

First, the balancing between known and 
unknown terms is computed based on:  
Definition 2. Let 𝛾 be defined as the number of 
terms from a text pattern of the idea text, let 𝛽 be 
defined as a set of terms from a text pattern of the 
context text. Let p = |𝛾| be defined as a the number 
of terms in idea text, and let 𝑞 ൌ |𝛾 ∩ 𝛽| be defined 
as the number of terms existing in both idea text and 
context text. Then, the balancing between the known 
and unknown distribution terms 𝑚 is defined as: 
 

𝑚 ൌ

⎩
⎨

⎧
2ሺ𝑝 െ 𝑞ሻ

𝑝
𝑞 

𝑝
2

2𝑞
𝑝

𝑞 ൏
𝑝
2

 (5) 

 
Further, a set of parameter values has to be 

identified for the idea mining approach. These 
parameters can be distinguished into two categories:  
 Parameters used to identify a text pattern (e.g., 

length, stop words and non-stop words).  
 Parameters used to calculate the idea mining 

measure (e.g. 𝑚, 𝑚ೖ
,𝑚ೠ,𝑚, 𝑎ො, and 𝑧), where 

𝑎ො is used as a threshold for the classification 
decision, and the percentage 𝑧 to distinguish 
frequent words from non-frequent words. Thus, 
The optimal value of 𝑎ො is set to 60% for the total 
calculation of idea mining measure in [2].  
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The overall calculation of the idea mining 𝑚ௗ 
combining all parameter’s values as:  
 

𝑚ௗ ൌ ൜
𝑚  𝑚  𝑚௨  𝑚     ሺ𝑝 ് 𝑞ሻ
0                                              ሺ𝑝 ൌ 𝑞ሻ

 (6) 

 
where,  
𝑚𝒃  as a measure for the balance of known and 
unknown terms distribution,  
𝑚𝒌

  as the number of frequently known terms occur 
in idea text over the number of all known terms in 
context text,  
𝑚𝒖  as a measure for frequently of unknown terms 
occur in the idea text,  
𝑚𝒄  a set of characteristic terms (e.g, quicker, better, 
higher etc.).  

Finally, this measure computes based on the 
aforementioned sub-measures to extract ideas 
depending on the balancing between the bi-vectors. 
Therefore, an improvement to the idea mining model 
[2] by considering the semantic relation between the 
known and unknown terms within the text pattern is 
discussed in the following section.  

3.6.2. The proposed model: WordNet-based 
relation extraction 

In spite of the function of 𝑚 in Equation 6 that 
calculates the balancing of only known and unknown 
vectors, however, this measure is restricted for bi-
vectors. To overcome this limit, a new balancing 
measurement is developed and introduced to 
compute the multi-vectors by adding SynWord 
vector. As shown in Equation 9, the new balancing 
measure is proposed for identifying the balancing 
between the multi-vectors as (known, unknown and 
SynWord).  
 

𝑚ೝ ൌ 1 െ
1
3


|𝑞ି𝑝𝑤|

𝑝𝑤

ଷ

ୀଵ

 (7) 

 
where,  
𝑚𝒓  as a measure of (known, unknown and 
SynWord) balancing vectors,  
𝑞𝒊  is a number of known, SynWord or unknown 
vectors in a  text pattern of the idea text set,  
𝑝  is a number of terms in idea text,  
𝑤𝒊  is the weighting ratio of the selected known, 
SynWord or unknown vectors  
𝑚𝒔  as a measure for the most frequent SynWord  
 
Finally, the proposed idea mining measure 
aggregates all the sub-measures as:  

 

𝑚ௗೝ ൌ

൜
𝑚  𝑚ೖ

 𝑚ೠ  𝑚ೞ  𝑚 ሺ𝑝 ് 𝑞ሻ,
0       ሺ𝑝 ൌ 𝑞ሻ.

  
(8) 

4. EXPERIMENTAL SETUP 
The relevant ideas can be generally ranked by the 

assumed relevance and presented as a new useful 
idea. Performance measures evaluate computed 
rankings based on the expert’s feedback and then 
allow comparing different filtering or 
recommendation strategies [47]. In order to evaluate 
the results of the proposed model, first, the effect of 
excluding SynWord terms as in Equation 2 is 
investigated. The related terms, which are not 
considered as known and unknown terms are 
excluded from the computation to know the effect of 
the relation. As such, these related terms are 
considered as noises to the model, most recently 
mentioned as SynWordExc in this paper, where [2] is 
applied to identify the effect of removing the related 
terms.  

In contrast, instead of treating SynWordExc 
terms as noise for the model, they would be treated 
as a different class to be used for modeling the 
semantic balancing between known, unknown and 
SynWord terms, in order to characterize more 
attributes that would help to effectively compose 
more candidate ideas using Equation 8.  

For this study, the performance measure 
commonly used in information retrieval such as an 
average precision (AP) is adopted [48]. It is being 
used in this research to evaluate the precision of the 
top k results of each idea text from each paper. 
Additionally, the mean average precision (MAP) is 
utilized, which is designed to compute the average 
precision over sorted result lists (rankings) [49]. The 
further measure that is applied for ranking is the 
normalized discounted cumulative gain (NDCG), 
which is used to measure the graded relevance 
judgments rather than the binary relevance as in the 
mentioned two measures [50, 51].  

First, in the case of binary relevance, in order to 
evaluate the results of the model, the precision is 
calculated based on how many documents are 
relevant to the query among the returned documents, 
it is being calculated based on true positives (tp), 
false positives (fp) and true negatives (tn), as shown 
in the below formula that is obtained from a 
confusion matrix in Table 1.  

where,  
 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ൌ
𝑡𝑝

𝑡𝑝  𝑓𝑝
 (9) 
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Table 1: Confusion matrix to calculate precision values 

 Predicated 
positive  

Predicated 
negative   

Actual positive  tp  fn   
Actual negative  fp  tn   

 
For each paper, AP is defined as the average of 

the P@n values for all relevant documents:  
 

𝐴𝑃 ൌ
1

|𝑅|
⋅  𝑝



ୀଵ

𝑟𝑒ሺሻ ⋅ 𝑟𝑒𝑙ሺሻ (10) 

 
where |𝑅| is the total number of relevant documents, 
𝑝𝑟𝑒ሺሻ is the precision of the top 10 queries, and 
𝑟𝑒𝑙ሺሻ is an indicator function equaling 1 if the item 
at rank 𝑛 is a relevant document, zero otherwise:  
 

𝑟𝑒𝑙ሺ𝑖ሻ ൌ ൜
1, if 𝑖 doc is relevant
0,                         otherwise. 

(11) 

 
Interestingly, the main advantage of MAP 

measure is to consider whether all of the relevant 
items tend to get ranked highly. The output of the 
idea mining measures is ordered, and only the top 10 
results are considered, then the precision for the top 
10 is computed. This is known as Precision at 10, or 
P@10. So in this research, the P@10 extracted ideas 
would be considered particularly the relevant texts 
that scored high in the top and computed as:  

 

𝑀𝐴𝑃 ൌ
1

|𝑄|
⋅  𝐴

ொ∈ೂ

𝑃ሺொሻ (12) 

 
where 𝑄 is the number of queries.  

However, AP and MAP measures can only 
handle cases with the binary decision as (relevant or 
not relevant), the proposed methodology is applied 
to other evaluation measures and demonstrate how 
NDCG (normalized discounted cumulative gain) is 
estimated with multiple scales of judgments. The 
reason for applying the discount is that the 
probability of viewing a document decreases with 
respect to its rank. Thus, NDCG@10 is a used for 
weighting the higher ranked top 10 list to have more 
effect on the resulting score. It is computed as 
follows,  

First, the cumulative gain (CG) simply adds the 
ratings up to a specified rank position:  

𝐶𝐺 ൌ  𝑟



ୀଵ

𝑎𝑡𝑖𝑛𝑔ሺ𝑖ሻ (13) 

                                                 
1www.nltk.org 

where the 𝑟𝑎𝑡𝑖𝑛𝑔ሺሻ is the graded relevance level of 
the document retrieved at rank i.  

Then, the discounted cumulative gain (DCG) at 
rank position p (DCG@p) discounts each rating 
based on its position in the results and formed by:  

 

𝐷𝐶𝐺 ൌ 𝑟𝑎𝑡𝑖𝑛𝑔ଵ  
𝑟𝑎𝑡𝑖𝑛𝑔ሺሻ

𝑙𝑜𝑔ଶሺ𝑖  1ሻ



ୀଶ

 
(14) 

And finally, the normalization is accomplished by 
dividing the query’s DCG with ideal DCG (IDCG) 
values, which is the DCG of the best possible results 
based on the given ratings:  
 

𝐼𝐷𝐶𝐺 ൌ 𝑟𝑎𝑡𝑖𝑛𝑔ଵ  
𝑟𝑎𝑡𝑖𝑛𝑔ሺሻ

𝑙𝑜𝑔ଶሺ𝑖  1ሻ

|ோா|

ୀଶ

 (15) 

where |𝑅𝐸𝐿| is the number of the best ratings up to 
position p, and |𝑅𝐸𝐿|  𝑝.  

Then, the NDCG normalizes the gain to a 
number  1 at any rank position. To summarize, the 
NDCG for a given query can be defined as:  

 

𝑁𝐷𝐶𝐺 ൌ
𝐷𝐶𝐺

𝐼𝐷𝐶𝐺
 (16) 

4.1. System implementation 
In order to show the applicability and validity 

of our proposed approach, we implemented an 
automated system to support the new idea mining 
processes. The suggested idea – Lexical-based – 
extraction is developed using Python programming 
particularity using NLTK1 (Natural Language 
Processing Toolkit) package and WordNet package 
in python.  

An implementation of the three models was 
conducted for predicting the MAP performance. The 
following section describes the results to compare 
and evaluate the trade-off between the baseline, 
SynWordExc, and SynWord models.  

4.2. Dataset 
The system automatically identified new ideas 

from 50 randomly selected abstracts of scientific 
articles from different domains (e.g., Social, medical 
and technological domains), each abstract 
corresponds to text to identify the idea text. This data 
set is limited to English articles because most of the 
relevant scientific articles use English as the 
standard language. The scientific paper usually 
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depends on further publications formed in references 
[52]. Thus, for each abstract, all reference’s abstracts 
of each paper as a context text for that idea text are 
extracted. Then the idea mining techniques in [3] are 
applied to identify the ideas. The text produced by 
the technique would be ranked in a list of text 
patterns from idea text.  

Finally, the top 10 ranked list is selected to be 
evaluated by human experts. Alksher 𝑒𝑡 𝑎𝑙. proposed 
a generic framework of idea evaluation process by 
intervening the human judgment, who were 
authoring these papers or familiar with, by 
identifying ideas from these text patterns manually 
without using the idea mining techniques [53]. 
Human experts assessed and rated 500 extracted 
ideas from 50 abstracts to manually identify the idea 
components. The experts check and score the top 
ranked ideas to be defined as the ground truth for the 
evaluation, then a statistical evaluation to analyze 
the validity and reliability of the extracted ideas is 
used. The characteristics of this dataset are depicted 
in table 4.2.   

Table 2: The characteristics of 50 abstracts dataset 

No of paper’s abstracts 50   
No of abstracts of context text  1602   
Average number of abstracts per papers 32   
No of query text pattern  2038  
No of text pattern from context text  65657  
No of search  text pattern in total  67695   
Average number of queries per paper  41   

4.3. Parameter selection 
In this paper, the parameters of the idea mining 

measure 𝑚, 𝑚ೖ
, 𝑚ೠ, 𝑚ೝ, 𝑚, 𝑧 are determined. 

Therefore, the parameters are heuristically 
determined as (40,20,20,20,0 and a percentage of 
30%) respectively, as well as the parameter for the 
length of the text patterns (l =8). Further, the top-10 
extracted text that represent the potential ideas by the 
idea mining measures are selected in this research.  

5. EXPERIMENTAL RESULTS 
In order to assess the performance of the system, 

the relevant ideas retrieved during the evaluation 
were matched against the relevant selection of the 
expert’s evaluation. AP, MAP, and NDCG measures 
were used to evaluate idea relevancy at the top 10 
(P@10) ideas of each paper level. Table 3 clearly 
shows the variations between the models for 50 
document papers. From this table, it can be seen that 
both the SynWordExc and SynWord models are 
better than the baseline model at almost all papers. 
This indicates that when queries are processed using 
SynWord extraction, they yield ideas that are more 

relevant compared to queries which are not 
processed.   

Table 3: The performance measurement of SynWord 
model 

 Baseline SynWordExu SynWord 

P@10
 

0.644 
0.720 

 (∆9%) 
0.758 

(𝚫𝟐𝟐. 𝟒%)

MAP
 

0.702 
0.817 

 (Δ11.5%) 
0.940 

(𝚫𝟐𝟖. 𝟒%)

NDCG
 

0.846 
0.870  
(Δ4%) 

0.929 
(𝚫𝟏𝟏. 𝟏%)

 

Based on the table, it is obvious that the 
proposed model outperforms the other models. In 
addition, the maximum MAP of the proposed model 
is 0.92 as compared to 0.70 for the baseline, which 
is an increase of 28.4%. In addition, the result is 
better than the SynWordExc (0.81). The SynWord 
model shows better performance with an average 
precision (0.758) compared to SynWordExc model 
with an average precision (0.70) and the benchmark 
model with a low average precision (0.64). The 
performance of the proposed model outperforms the 
baseline model with an increase of almost 22.4%, 
from 0.64 to about 0.76. These results were based 
upon data from Table 4 in Annexure 1.  

In addition to the previous metrics, this research 
adopted the normalized discounted cumulative gain 
(NDCG) to determine the top first ranking. Table 3 
reported the best average NDCG to the SynWord 
model (0.92) which leads to high ranking quality 
results, and outperform the benchmark model (0.84) 
with an increase of almost (11.1%).  

Performing comparative analysis, SynWord, and 
SynWordExc indicate that including word relation 
outperformed better than the existing approach. 
Figure 5 shows the clear trend of increasing the value 
of SynWord for idea mining.   

  

Figure 5: The MAP results for the proposed model 
compared to the baseline model 
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Considering these results, we can observe that 
employing the related words to identify the idea 
achieved better results than another idea classifier. 
Hence, it can be inferred from the results that it is 
very satisfactory. Although this improvement is not 
very high, it is significantly better than the baseline 
model at p  0.0017 according to a t-test.  

6. CONCLUSION 
This paper investigates the problem of existing 

idea mining approaches due to the less consideration 
of the relationships between terms. This work 
proposes a new lexicon-syntactical approach that 
overloads the existing idea characterization. This 
approach extends the existing baseline approach by 
modeling the semantic relationships between the 
textual attributes that most likely comprise potential 
ideas. The effect of excluding relation terms that 
considered as noises to the model is investigated.  

The results of this investigation show a meager 
increase of about (11.5%) compared to the baseline 
model. The proposed approach takes into account 
the relationships between the terms and treats them 
as a different class. The results of this study show an 
encouraging improvement and outperform the 
existing model with an increase of (28.4%). These 
results demonstrate that this model compares well to 
other automated methods and is a useful approach to 
idea mining.  

Further investigations are needed to solve the 
duplication of the idea text within the idea text and 
context text. Further research might explore the 
effect of text position in order to identify the idea 
within the article paper. 
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Table 4: The overall results of Mean Average Precision 
Values 

Papers Baseline SynWordExu SynWord 
1 0.85 0.91 0.97 
2 0.77 0.91 0.99 
3 0.76 0.93 0.96 
4 0.86 0.91 1.00 
5 0.40 0.70 0.98 
6 0.31 0.59 0.87 
7 0.80 0.82 0.99 
8 0.79 0.83 1.00 
9 0.61 0.73 1.00 
10 0.63 0.81 0.94 
11 0.67 0.72 0.91 
12 0.76 0.83 0.90 
13 0.79 0.92 1.00 
14 0.82 0.92 0.99 
15 0.89 0.89 1.00 
16 0.88 0.88 0.97 
17 0.92 0.96 1.00 
18 0.77 0.85 0.94 
19 0.91 0.98 1.00 
20 0.70 0.80 0.94 
21 0.80 0.83 0.96 
22 0.74 0.77 0.94 
23 0.79 0.84 0.97 
24 0.70 0.78 0.99 
25 0.90 0.90 0.99 
26 0.53 0.58 0.91 
27 0.56 0.83 0.90 
28 0.66 0.80 0.96 
29 0.69 0.79 0.92 
30 0.51 0.58 0.96 
31 0.75 0.82 0.95 
32 0.91 1.00 1.00 
33 0.60 0.66 0.87 
34 0.73 0.80 0.95 
35 0.68 0.79 0.95 
36 0.59 0.76 0.91 
37 0.53 0.54 0.66 
38 0.63 0.88 0.96 
39 1.00 1.00 1.00 
40 0.63 0.73 0.73 
41 0.87 0.87 1.00 
42 0.46 0.64 0.64 
43 0.90 0.90 0.98 
44 0.74 0.78 0.95 
45 0.94 0.99 1.00 
46 0.88 0.94 0.98 
47 0.79 0.68 0.97 
48 0.80 0.88 0.94 
49 0.93 0.98 1.00 
50 0.55 0.61 0.77 

Average 70.25 81.75 94.08 

 
 
 

 
 

 
 
 

 
 

 


